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Abstract 

This quantitative correlational study used the information systems success model to 

examine the relationship between the U.S. federal departments’ open data users’ 

perception of the system quality, perception of information quality, perception of service 

quality, and the intent to use open data from U.S. federal departments. A pre-existing 

information system success model survey instrument was used to collect data from 122 

open data users. The result of the standard multiple linear regression was statistically 

significant to predict the intent to use the U.S. open government data F(3,99) = 6479.916, 

p <0.01 and accounted for 99% of the variance in the intent to use the U.S. open 

government data (R²= .995), adjusted R²= .995. The interdependent nature of information 

quality, system quality, and service quality may have contributed to the value of the R². 

Cronbach’s alpha for this study is α=.99, and the value could be attributed to the fact that 

users of open data are not necessarily technical oriented, and were not able to distinguish 

the differences between the meanings of the variables. The result of this study confirmed 

that there is a relationship between the user’s perception of the system quality, perception 

of information quality, perception of service quality, and the intent to use open data from 

U.S. federal departments. The findings from this study might contribute to positive social 

change by enabling the solving of problems in the healthcare, education, energy sector, 

research community, digitization, and preservation of e-government activities. Using 

study, the results of this study, IT software engineers in the US federal departments, may 

be able to improve the gathering of user specifications and requirements in information 

system design. 
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Section 1: Foundation of the Study  

The open government data project promotes the opportunity for citizens to exploit 

the data and have the ability to use the data for the development of civic and business 

applications including welfare, security, and healthcare (Cabitza, Locoro, & Batini, 

2015). Though open data is expected to contribute and enhance the democratic processes, 

there is the need to collect specific user-centric requirements for designing open data 

platforms. Many researchers have conducted studies that indicate low usage of open data 

(e.g. Jurisch et al., 2015), provision of inaccessible, low quality, and unusable open data 

(e.g. Chu & Tseng, 2016; Dawes, Vidiasova, & Parkhimovich, 2016). The three tenets of 

quality identified by DeLone and McLean (2003), system quality, information quality, 

and service quality, were used in this study. The purpose is to examine the relationship 

between the U.S. federal departments’ open data users’ perception of the system quality, 

perception of information quality, perception of service quality, and the intent to use open 

data. I reviewed works of literature that described the potentials and challenges of open 

data, important drivers of open government data, and the gaps in understanding how open 

data providers can make open data usable. I evaluated the foundation for providing an 

enabling environment for improving open data information systems through 

understanding the perception of open data users and intent to use open data. Based on the 

findings of this study, practitioners could make informed decisions to contribute to the 

long-term success of businesses and organizations through designing and implementing 

open data information systems that can improve and promote the usage of open data. 
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Background of the Problem 

Open data refers to data that is freely available and accessible online for re-use, 

distribution, and universal participation by application developers, organizations, and 

citizens (Bannister & Connolly, 2014), without limitation for commercial or 

noncommercial purposes. In the government sector, open data enables ease of discovery 

of government information, generating contextually relevant information and improving 

efficiency. Open data can be used to determine the efficient allocation of resources, 

capacity boosting, improve efficiency, and effectiveness of decision making (Hellberg & 

Hedström, 2015) in business and organizations. The open data standards (Project Open 

Data, n.d.) defined a set of specifications for publishing data for every object, including 

the use of schematic, semantic, and atomic standards (Raggett, 2017). The success of 

open data depends on its ability to meet the variety of intended use and disparity in user’s 

needs. Many open data portals publish low-quality data using diverse formats like lack of 

schema descriptions (Sadiq & Indulska, 2017) that make the data hard to find and almost 

impossible to use (Weerakkody, Irani, Kapoor, Sivarajah, & Dwivedi, 2017).  

State governments and other organizations have set up open data platforms, data 

repositories, and catalogs to meet the objectives of open data (Hossain, Dwivedi, & Rana, 

2016). The open data portal set up by governments is described as the open government 

data (OGD), and this study is focused on the OGD. Jurisch, Kautz, Wolf, and Krcmar 

(2015) noted that OGD is published without recourse to users, which results in frequently 

low usage. The low usage level of open data portals reported by many researchers (see 

Jurisch et al., 2015; Susha, Grönlund, & Janssen, 2015a; Viscusi, Castelli, & Batini, 
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2014) has necessitated the need to understand the relationship between user’s perception 

of the quality of open data and the intent to use that data. 

Problem Statement 

Open data users face usage challenges due to the low quality of the datasets open 

data providers release (Vetrò et al., 2016). Danneels, Viaene, and Van den Bergh (2017) 

described some of the quality problems reported by practitioners as the absence or poor 

documentation of datasets and inconsistent technical formats. About 75% of the U.S. 

municipalities published open datasets without describing each available dataset on their 

portals (Thorsby, Stowers, Wolslegel, & Tumbuan, 2017). The general IT problem is the 

lack of practical knowledge of the open standards data quality by publishing data in 

various other standards. The specific IT problem is that some IT software engineers in the 

U.S. federal departments lack information about the relationship between the U.S. federal 

departments’ open data users’ perception of the systems quality, perception of 

information quality, perception of service quality, and the intent to use open data. 

Purpose Statement 

The purpose of this quantitative correlational study was to examine the 

relationship between the U.S. federal departments’ open data users’ perception of the 

system quality, perception of information quality, perception of service quality, and the 

intent to use open data. Despite all the potentials of open data to spur open governance 

and enable the creation of social value and innovative services, open data providers are 

not yet clear on how to realize the potentials in practice. Many researchers (e.g. Kapoor, 

Weerakkody, & Sivarajah, 2015; Susha et al., 2015a; Zuiderwijk, Shinde, & Janssen, 
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2018) have identified the various challenges of using open data but did not fully address 

how to mitigate the challenges. The independent variables of my study are the perception 

of system quality, perception of information quality, perception of service quality, and 

the dependable variable is the intent to use open data. The population for this study is 

users of the open data. The anticipated positive social change is that an easily accessible 

and usable open data may result to citizens and organizations having access to data that 

can be used to study government transparency, plan smart cities, create product and 

services that increases the quality of life of the citizens and organizations. 

Nature of the Study 

I used a quantitative methodology approach to examine the relationship between 

the U.S. federal departments’ open data users’ perception of the systems quality, 

perception of information quality, perception of service quality, and the intent to use open 

data. Quantitative methods enable the use of statistical techniques that allow researchers 

to examine the relationships between variables with elements that can be reduced to 

numerical codes for accurate analysis and reproducibility (Basias & Pollalis, 2018). I 

chose the quantitative method for this study because the purpose of this study is to 

examine the relationship between variables using statistical methods that can allow for 

the testing of hypotheses rather than understanding human experiences. Qualitative 

research is used to study and understand human experiences as described by the group or 

the individual that had the experience and from the perspective of the researcher (Kaur, 

2016). The qualitative method was not chosen as the research question does not seek to 

understand human experiences. Mixed methods research combines the qualitative and 
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quantitative data in a single research project, to enable exploration of complex 

phenomena while giving equal attention to each of the methods (Halcomb & Hickman, 

2015). Mixed methods research is not an appropriate choice because this study does not 

need a mix of quantitative and qualitative methods. Because this study examines the 

relationship between variables, which requires the use of statistical analysis, the 

quantitative method is the most appropriate. 

A quantitative correlational design was chosen for this study because of the 

primary purpose, which is to examine the relationship between the identified independent 

variables and the use of open data. The quantitative correlational methodology is used to 

determine if there is a relationship between two or more variables within a population, 

and to what extent if there exists a relationship (Apuke, 2017). This study used a 

nonexperimental cross-sectional correlational analysis design because of the key 

objective of the study to examine the relationship between U.S. federal departments’ 

open data users’ perception of the system quality, perception of information quality, 

perception of service quality and the intent to use open data. The experimental design 

randomly assigns and manipulates variables to understand the causal relationship 

between the variables (Stichler, 2016). Experimental design was not considered an 

appropriate choice because the study does not require randomized manipulation of the 

variables. The quasi-experimental design uses a nonrandomized approach to assign and 

manipulate variables (Waddington et al., 2017). A nonrandomized approach to 

manipulation of variables was not considered for this study because the approach 

contradicts the objective of the study, which is to examine the relationship between the 
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variables. Experimental and quasi-experimental designs were not appropriate for this 

study because this study examines the relationship between variables and not to 

manipulate or control the variables. 

Research Question 

DeLone and McLean (2003) proposed six core variables to study information 

system success as information quality, system quality, service quality, (intention to) use, 

user satisfaction, and net benefits. The variables deemed appropriate to meet the focus of 

this study are the system quality, service quality, information quality, and intent to use. In 

alignment with the purpose of this study, the central research question (CRQ) of this 

research was as follows:  

RQ1: What is the relationship between the user’s perception of the systems 

quality, perception of information quality, perception of service quality, and the intent to 

use open data from U.S. federal departments? 

H0: There is no relationship between the user’s perception of the system quality, 

perception of information quality, perception of service quality, and the intent to 

use open data from U.S. federal departments. 

H₁: There is a relationship between the user’s perception of the system quality, 

perception of information quality, perception of service quality, and the intent to use open 

data from U.S. federal departments. 

Theoretical Framework 

This quantitative correlational study used the information systems success model, 

as developed by DeLone and McLean (2003), to present a more integrated approach to 
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measuring IS success. The expanded mathematical theory of communication (Shannon & 

Weaver, 1949) is the anchor of the information systems success model. The model 

defined six key dimensions of information systems: (a) information quality, (b) system 

quality, (c) service quality, (d) (intention to) use, (e) user satisfaction, and (f) net benefits. 

The 2003 model was an update of DeLone and McLean’s 1992 model which defined the 

six key dimensions of information success as system quality, information quality, use, 

user satisfaction, individual impact, and organizational impact. The constructs for this 

study were (a) information quality (b) system quality (c) service quality, that served as 

the independent variables, and (d) intent to use, which served as the dependent variable. 

The framework is useful for studying human-centered- technology and usability issues in 

information systems and eGovernment systems (Scott, DeLone, & Golden, 2016). 

This study is focused on understanding the relationship between the U.S. federal 

departments’ open data users’ perception of the system quality, perception of information 

quality, perception of service quality, and the intent to use open data. The information 

systems success model can be applied to this study using the systems quality, information 

quality and service quality as the independent variable, while the intent to use is the 

dependent variable. The model has six variables, but I only used four of the variables. 

The other two variables are outside the scope of this study because the target is at the 

individual user level and not at the system level that requires measuring user satisfaction 

and net benefits. The success model is chosen for its suitability towards understanding 

information systems' success by classifying the measures to determine information 
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systems success. Figure 1 is developed based on the theory of the information system 

model of DeLone and McLean 2003. 

 
Figure 1. Information system success model.  

From “The DeLone and McLean model of information systems success: a ten-year 

update” by DeLone, W. H., and McLean, E. R. (2003). Copyright 2003 by the Journal of 

management information systems.  

 

Definition of Terms 

The following are the definitions of the key terms used throughout this study. 

5-Star model: A rating model proposed by Berners-Lee and adopted by the open 

definition as the standards for grading the conformance of web data portals to the 

principles of open access, open license, and open formats (Bello, Akinwande, Jolayemi, 

& Ibrahim, 2016). 

Information quality: Information quality refers to the measure of the value of the 

content of information systems with regards to the fitness for use in a specific context 

(McNab & Ladd, 2014). 

Metadata: The description of the data about data (Schauppenlehner & Muhar, 

2018). 
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Open data: Data that is freely available for use and reuse by anyone and for any 

purpose (Sadiq & Indulska, 2017) 

Open government data (OGD): The open data portal set up by governments state 

agencies (Jurisch et al., 2015) 

Open standards: The open standards are format definitions for the publication of 

web data based on the three core principles of open license, open access, and an open 

format (Valdivia, & Navarrete, 2016). 

Service quality: The service quality describes the system support available to the 

user from the service provider (Jing & Wenting, 2014). 

Assumptions, Limitations, and Delimitations 

Assumptions 

Yang, Liang, and Avgeriou (2017) described an assumption as a fact or statement 

taken for granted and accepted as true or as certain to happen but without proof. 

Quantitative methods employ statistical quantities, theoretical entities, and empirical facts 

to study a phenomenon (Pang, 2016). I made certain assumptions, including that the 

measuring instrument was understandable and would not confuse the participants, and 

that the instrument reliably captured the intended variables and not something else. It was 

assumed that the quantitative methodology, correlational research design, and purposive 

sampling data collection chosen for this study were appropriate and suitable for 

answering the research question and hypothesis. The participants were assumed to be 

people who understand the importance of giving clear and accurate responses that can be 

quantified and compared. Other assumptions included that respondents are familiar with 
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the open data concept, have used the U.S. open data portal, and were willing to 

participate in research. 

Limitations 

Farooq (2017) referred to the limitation of a study or research as the systematic 

bias that could affect the result of the study and yet was not controlled because the 

researcher could not control it. The perspectives of the users of the open data portal of the 

U.S. federal departments were collected using nonprobability purposive sampling. The 

use of a nonprobability sampling method for this study could limit the findings from 

being generalized to other open government data portals. The methodology and research 

design may impose limitations and the outcome of the research (Horga, Kaur, & 

Peterson, 2014). The use of quantitative methods for the collection and analysis of data in 

this study may pose some limitations on how the data is collected and analyzed, including 

how the outcomes of the study are interpreted. The data collected may not be appropriate 

for answering the research question. Though the participants may be familiar with the 

open data concept and have used the U.S. open data portal, they may not be available to 

give accurate information that reflects their perceptions. 

Delimitations 

Delimitations in research refer to the boundary imposed by its scope (Manescu, 

2014). The scope defines the boundaries that the researcher placed on the study (Dean, 

2014) by the choices made in the research design and methodology. In this study, the 

choice of the research question, variables, nature of the study, population, theoretical 

framework, and the data collection method posed a limitation to the study. There is a 
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geographical perspective that delimits the research as the participants are the users of the 

U.S. federal departments’ open data portal. The participants are delimited to individuals 

with specific characteristics. Using a quantitative method delimits the expression and full 

description of the phenomenon to only the variables under investigation in this research. 

Significance of the Study 

In this study I evaluated the foundation for providing an enabling environment for 

improving open data information systems. The low information quality and inability to 

meet the technical standard expected by users (Jurisch et al., 2015) can be improved upon 

by evaluation of the system to understand stakeholder needs. This study was focused on 

providing an analysis of the system to enable open data providers to present data in a 

usable format. The significance of this study to the IT profession is emphasizing the use 

of empirical research to determine ways of fulfilling the technical responsibility of 

presenting open data in a usable format (Charalabidis, Alexopoulos, & Loukis, 2016). 

Identifying the solution to surmounting the technical challenges of open data (Hossain et 

al., 2016) will enhance the IT profession in the development of best practices in the 

development of information systems that meet its stated objective. 

The potential for positive social change in this study is that an easily accessible 

open dataset that is interoperable and reusable may help to solve problems in the 

healthcare, education, energy sector, and the research community (Sansone, Cruse, & 

Thorley, 2018). With data sharing, clinical science research is set to explode with the new 

world of open data and the potential to enrich healthcare research (Dey et al., 2017) 

because of its ability to improve the practice of medicine to save more human lives. Open 
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government data project promises to allow citizens to exploit the data and perform a 

comparative analysis of the performance of publicly funded organizations, especially in 

the welfare, security, and healthcare (Cabitza, Locoro, & Batini, 2015). 

A Review of the Professional and Academic Literature 

This literature review provided four major sections, including the theoretical 

framework, open standard format, overview of open government data, supporting, and 

alternative theories. In order to fully examine the subject matter of this study, the major 

sections are further divided into subsections that provide a detailed description of the 

subjects. The overview of the open government data has subsections of open data 

metadata quality, the potential value of open data, stakeholders of open data, and the 

challenges of open data. The theoretical framework has subsections of information 

quality, system quality, service quality, intention to use/use, user satisfaction, and net 

benefits. The supporting and alternative theories have a subsection of technology 

acceptance model, unified theory of acceptance and use of technology, and the task-

technology fit. 

The sources that I have studied and cited for references in this study was a total 

number of 292, of which 264 (90%) were within 5 years, and 266 (91%) are peer-

reviewed. The literature review includes 257 research publications of which 239 (93%) 

are within 5 years, and 234 (91%) are peer-reviewed. The primary libraries and databases 

that I used to conduct the study are ProQuest Central, ScienceDirect, Association for 

Computing Machinery (ACM), IEEE Xplore and Google Scholar. Some of the main 

keywords used included benefits and barriers of open data, facilitating and motivating 
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factors of open government data, open data adoption, open data models, open 

government data portals, metadata of open data, usability of open data, use of open data, 

Information system success, Information system success theory, citizen evaluation of 

Open data, multiple regression analysis, reliability analysis, and validity analysis. Each 

of the search keywords or phrases returned several results and I  screened the results for 

relevancy. The relevant articles are downloaded, and their abstracts are evaluated to 

search for a semblance of relevancy. If there was an indication that the contents may be 

relevant, then an in-depth study of the article was conducted. I also study the references 

to search for a potential article that that may provide a good lead for relevant articles. 

Application to the Applied IT problem 

The purpose of this study was to examine the relationship between the U.S. 

federal department open data users’ perception of the system quality, perception of 

information quality, perception of service quality, and the intention to use open data. The 

null hypothesis states that there is no relationship between the user’s perception of the 

system quality, perception of information quality, perception of service quality, and the 

intent to use open data from U.S. federal departments. The alternate hypothesis states that 

there is a relationship between the user’s perception of the system quality, perception of 

information quality, perception of service quality, and the intent to use open data from 

U.S. federal departments. Analysis of the literature showed that open data may have the 

potential to impact the citizens and entire society of the human race in a positive way that 

includes improvement in healthcare management, efficient use of resources, and effective 

decision-making process for businesses and organizations. Some researchers have 
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conducted many studies that indicate low usage of open data (e.g. Jurisch et al., 2015), 

provision of inaccessible, low quality, and unusable open data (e.g. Chu & Tseng, 2016; 

Dawes et al., 2016). Others include important drivers of OGD (e.g. Janssen, Konopnicki, 

Snowdon, & Ojo, 2017), and the importance of ex-post evaluation of information systems 

by the users (Roky & Al Meriouh, 2015). All the research conducted on open data so far 

revealed gaps in understanding how open data providers can make open data usable. An 

objective of this study is to provide critical insight to open government data providers to 

enable the provision of usable and high-quality open data using open standards format. 

Theoretical Frameworks 

Information Systems Success Theory  

The DeLone and McLean (2003) model of information systems success was first 

proposed in 1992 as a framework for measuring the dependent variable of information 

systems success and was improved and updated in 2003. The original model is based on 

the information influence theory by Shannon and Weaver (1949). DeLone and McLean’s 

(1992) theory is based on the importance of measuring the various and possible 

interactions of information systems variables to understand their dependencies. The 

variables are system quality, information quality, service quality, information use, user 

satisfaction, individual impact, and organizational impact. After various studies from 

other researchers and considerations of their inputs, the information systems success 

model was updated with the variables of system quality, service quality, information 

quality, intention to use/use, user satisfaction, and net benefits. DeLone and McLean 

(2003) described three major dimensions of quality, referred to as information quality, 
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service quality, and systems quality, which must be measured separately. Use and user 

satisfaction are closely related because positive experience with use can lead to user 

satisfaction. The potential of information systems and their many associated benefits are 

evidenced in the accelerated growth of the use of information systems. The theoretical 

framework of this study is based on the model of DeLone and McLean (2003), which 

many authors referred to as still being very relevant and the best model for measurement 

of IS success (Zohreh et al., 2017). DeLone and McLean (2003) information 

system success model has been used extensively for the evaluation of several types of 

information systems using the six variables of information quality, system quality, 

service quality, intention to use/use, user satisfaction, and net benefits. 

The three tenets of quality identified by DeLone and McLean (2003), which are 

system quality, information quality, and service quality, are used to measure the quality 

of the OGD portal of the U.S. federal departments. Rana, Dwivedi, Williams, 

and Weerakkody (2015) performed a study to validate the DeLone and McLean (2003) in 

the context of government to citizen (G2C). Rana et al. (2015) emphasized the need to 

highlight the ease of use and usefulness of the system and to ensure that the risks 

associated with using the system are minimal. Ojo (2017) maintained that system quality 

is an important measure of hospital information systems and validated the DeLone and 

McLean using the context of hospital information systems in five Nigerian teaching 

hospitals. Mudzana and Maharaj (2015) emphasized the need to evaluate the DeLone and 

McLean model of information quality. 
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Information Quality 

Information quality refers to the measure of the value of the content of 

information systems with regards to the fitness for use in a specific context (McNab & 

Ladd, 2014). The different contexts of the use of information make it useful to consider 

different user perspectives in trying to improve the quality of information. The growing 

importance of IS is causing many of the stakeholders like scholars and practitioners to 

continue to seek a solution on how to improve its quality and functionality (Dwivedi et 

al., 2015). Information quality can be used to describe the content and characteristics of 

the output of a system. DeLone and McLean (2003) stated that information quality has 

been prominently used to measure information systems and can be described to include 

completeness, relevance, ease of understanding and security of information. The 

relevancy measure relates to the content and the context determines desirability. 

Evaluation of information quality using the nonspecific context criteria may lead to 

ambiguity in the definition of the quality criteria. 

Vetrò et al. (2016) defined data quality using the ISO 25012 and standard fitness 

for use. Todoran, Lecornu, Khenchaf, and Caillec (2015) described the information 

quality as being equivalent to the degree of confidence that a user had on the IS and 

emphasized the need to optimize the quality of each part of an information systems. 

Evidence from practitioners indicates that OGD sprang up so fast that datasets were 

published without proper quality control. The lack of quality control mechanisms may 

have a negative impact on the use and reuse of open datasets (Vetrò et al., 2016). Wang 

and Strong (1996) described quality information as being fit for use and identified four 
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categories of data quality named intrinsic, contextual, representational, and accessibility. 

The description of fit for use is viewed from the subjective perception of the user, who 

ultimately evaluates the usefulness regarding context. Information quality means different 

things to different people.  

In a study by Roky and Al Meriouh (2015), it was determined that a high level of 

information quality has a positive impact on user satisfaction and that quality of 

information has a positive influence on the intention to use. Hjalmarsson, Johansson, and 

Rudmark (2015) identified that difficulty of finding and using the relevant data, 

inconsistencies in data quality, and formatting are hindering software developers in their 

bid to use open data. What constitutes a competitive advantage in the use of information 

systems is the data and the information that the system can output. Dedeke (2000) 

described a high information system quality as one that can be used with minimal effort 

and identified five information quality categories as representation, contextual, 

accessibility, ergonomic, and transactional quality. Pipino, Lee, and Wang (2002) 

described high-quality data as data that is fit for use by data consumers. Information 

systems professionals need to understand the broader concerns of data consumers. In a 

study to investigate the relationship between information quality dimension in the e-

banking service in Palestine, Ayyash (2017) indicated that accuracy, completeness, 

timeliness, and relevancy of information has a positive effect on customer satisfaction.  

The quality of an information system may have an impact on the wellness of the 

user. Gopinathan and Raman (2016) researched the role of information systems quality 

on work-life balance using Malaysian information and communication technology (ICT) 
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employees. A sample population of 79 respondents was used to collect data, and it was 

concluded that the information quality, system quality, and service quality have a direct 

effect on employees’ work-life balance. The participants in Gopinathan and Raman 

(2016) implied that the participants preferred clear, well-formatted, and easy access to 

information to prevent long operational hours that results in stress and the lack of quality 

family time. 

The effectiveness of government service depends on information quality. Alenezi, 

Tarhini, and Sharma (2015) investigated the relationship between improvements in 

information quality, benefits, and performance of e-government. The findings indicate 

that usability and usefulness attributes of information quality have a key influence on 

both strategic benefits and institutional value. Russo, Ciancarini, Falasconi, and Tomasi 

(2018) described information quality as relating to its content, which can be measured 

with item completeness, ease of understanding, personalization, relevance, and security. 

Information systems quality (ISQ) is considered a critical source of competitive 

advantage for organizations, especially in an increasing era of competition with digital 

services. The main issues are affecting data accessibility include data availability, data 

performance, and data security policy. Several examples of quality problems with OGD, 

as reported by practitioners, include the absence of metadata, incomplete data, the use of 

different schemas and ID for different departments, inaccurate data, data inconsistency, 

and lack of timeliness (Danneels et al., 2017). Data quality has a very crucial role to play 

in decision making, planning, and enabling access to the data. Standardization of data 

quality is expected to improve the accessibility of data. 
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System Quality 

Information systems  have become more relevant to organizational performance 

than in the last decade. DeLone and McLean (2003) described system quality as the 

usability, availability, reliability, adaptability, and response time of a system. The need to 

understand the success of information systems is a concern for researchers and 

practitioners (Subiyakto, Ahlan, Kartiwi, & Sukmana, 2015). The opportunities that using 

information systems opens for business include the improvement of the capability for the 

collection, processing, distributing, and sharing data in the web 2.0 era (Campos, 2016). 

The ease and speed of processing information improve efficiency, minimalizes 

geographical borders, and may improve productivity and profitability. Evaluating 

information systems is usually not an easy task considering their diverse stakeholders and 

their perspectives (Mahmood & Miller, 2017). 

The quality of an information system is made up of the characteristics that made it 

desirable for users to want to use it (DeLone & McLean, 2016). These are the usability 

aspects, which include ease of use, efficiency, navigation, and reliability. The system 

quality is often described from the perspective of convenience and hardware performance 

(Liu, Jin, & Nam, 2017). Information systems are expected to simplify and satisfy user 

needs. Budiardjo, Pamenan, Achmad, Meyliana, and Cofriyanti (2017) described system 

quality as being measured by several factors that include the user interface, ease of use, 

quality and maintenance of program code. A good quality program code is expected to 

contain no bugs, facilitates user productivity, and can increase users’ perceptions of the 

usefulness of the system (Smith, Zeng & Carette, 2018). There have been notable 
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changes in the use of information systems as it shifts from simple tasks, like classification 

problems, and processing homogeneous data to more complex usage (Todoran et al., 

2015). The information system of today stores large amounts of heterogeneous data, 

unlike in the past (Campos, 2016). Changes in the volume of data stored and its quality of 

data is assumed to impact information system performance. 

The characteristics of the information in a system are used to describe the system 

quality. Rosdini and Ritchi (2017) described users’ confidence with the quality of a 

software system as affecting the use of such a system. In the context of an open data 

website, system quality relates to the degree to which a website possesses desired 

capabilities such as availability, reliability, and response time, network speed, and 

security of the system (Máchová, & Lnenicka, 2017). The measurement of the properties 

of efficiency, availability, reliability, and security sums up the system quality which 

should satisfy customers’ needs. Lee and Kim (2017) stated that the inability of a system 

to satisfy users' requirements could influence continuance usage intention. Dependence 

on information systems continues to grow as organizations and institutions leverage the 

use of information technology for service delivery. Dos Santos, Santoso, and Setyohadi 

(2017) analyzed the impact of user intention on an academic information system using 

the DeLone and McLean (2003) information system success model. The result of the 

study shows that system quality influences information quality, and service quality 

influence the intention to use.  

Accessibility to an information system can be described as the ease and quick 

retrieval of useful information (Theophil, Kalegele, & Chachage, 2017). System 
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requirements are as diverse as users, and that results in the use of different technologies. 

In an interconnected world, an information system cannot be expected to function in 

isolation and causes a need to ensure that information systems can communicate with 

other systems to facilitate the exchange of data for transaction communications (Theophil 

et al., 2017). Efforts to promote access to information and communication technology 

solutions for all is creating the need to understand accessibility metadata. Beyene (2017) 

described metadata as the fabric that holds together components of the newer generation 

accessibility solutions. Metadata can assist in bridging the accessibility and usability of 

an information system. A personalized usability is a significant approach to enhancing 

accessibility. The metadata quality enriches the usability of a system. Digital resources 

producers such as digital libraries, eLearning centers, and digital publishers benefit 

immensely from incorporating accessibility in system design (Theophil et al., 2017). 

Despite the importance of metadata, there is no consensus on the classification of 

metadata by types or functions, as many organizations have different classification for 

metadata. Users of digital resources, including users with disabilities, can benefit from 

improved visibility and accessibility through the fast discovery of relevant materials from 

search engines and libraries (Beyene, 2017). 

System integration is said to occur when two systems establish communication 

rules with which to establish a communication link and agreement on the communication 

protocols to use for information sharing. Information system integration enables 

consistent information support to enable organizations to respond to the dynamic 

challenges in business environments. Poor integration and interoperability may contribute 
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to the failure of ICT in organizations. Dlodlo and Hamunyela (2017) described disparate 

information sources and repositories, including databases, object stores, knowledge 

bases, file systems, digital libraries, information retrieval systems, and electronic mail 

systems as a common challenge for many organizations.  

Some of the challenges to the effective integration of information systems include 

poor data quality and fragmentation, budgetary constraints, irreconcilable systems 

architectures, a history of incompatible data standards, privacy jurisdictions, and a lack of 

access to proven evaluation results (Adenuga, Kekwaletswe, & Coleman, 2015). The 

need for empowering efficient and effective decision-making using an integration of 

information systems data, processes and infrastructure is driving the maintenance of 

system quality. Dlodlo and Hamunyela (2017) described types of system integration 

models as information-oriented, process-oriented, process-oriented, service-oriented and 

user-oriented integrations respectively. According to the authors, information system 

quality includes designing the system for ease of accessibility and adaptability, security, 

fast response and ability to integrate with other systems. 

Service Quality 

The service quality describes the system support available to the user from the 

service provider (Jing & Wenting, 2014). Depending on the type of organization, it could 

be the IT department support or helpdesk. Service quality is an important aspect of 

business performance because of its strong impact on business profitability. Pather (2017) 

emphasized the need for information systems evaluation from a service perspective. 

Quality is always measured from the perspective of the customer, and competitive 
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organizations try to understand customer perception of the quality of service. Though 

service quality outcomes and measurement depend on the type of service, measuring 

service can be a complex issue. As organizations continued to quest for superior service 

quality, the need to provide a model for evaluating service quality continues to grow. The 

SERVQUAL service quality model (Parasuraman, Zeithaml, & Berry, 1988) identified 

five dimensions of service quality named reliability, responsiveness, tangibles, assurance. 

Palese and Usai (2018) described the need to measure service quality adequately and 

used the SERVQUAL model to measure reviews from an online price comparison engine 

in Italy. The determinants of service quality, as described in Parasuraman et al., 1988), 

are access, communication, competence, courtesy, credibility, reliability, responsiveness, 

security, tangibles, and understanding/know your customer and used it to form the 

SERVQUAL model.  

Service quality can be conceptualized as perceived quality versus objective 

quality and quality as an attitude. Silalahi, Handayani, and Munajat (2017) used the 

models developed by (Salameh & Hassan, 2015) and (Huang, Lin, & Fan, 2015) to 

measure online transportation service quality. The conclusion of Silalahi et al., (2017) is 

that the perceived cognitive has the highest weight under service quality, content 

usefulness is the highest weight under information quality, and ease of use has the highest 

weight under system quality. The issue of culture, attitudes, and behavior could be 

compounding the challenge for services delivered across cultural and geographical 

boundaries. Globalization and the rising interconnected economies make cross-cultural 

and cross-national services difficult to avoid. Zhu, Freeman, and Cavusgil (2018) studied 
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the influential elements of cross-cultural service delivery using the service culture and 

service quality delivery in China, Japan, Australia, Turkey, and the USA. The results of 

the study recognized the effect of culture on service delivery and concluded that it is 

important to understand the impact of culture on service quality assessment. In a study to 

understand the perception and understanding of user behavior relative to service quality, 

Alonso, Barreda, Dell’Olio, and Ibeas (2018) identified that waiting time has the greatest 

impact on the perceived quality of service for online transportation. Janita and Miranda 

(2018) suggested that improvement in service quality depends on gathering information 

from users about their perception of service quality using the dimensions of reliability, 

security, quality of information, technical efficiency, communication, or user support. 

Intention to Use/Use 

The increase in the dependency of the web for almost everything ranging from 

seeking information, buying and selling, learning, and many other web-enabled activities 

have increased the need for web user interface studies because of its impact on the web 

usability (Islam & Islam, 2016). An open data website is a gateway to the resources and 

services available for the use of citizens and other stakeholders. The website plays an 

important role in disseminating open data information and resources to users. DeLone 

and McLean (2003) used web visit, navigation, information retrieval, and execution 

processes to describe the measurement of the intention to use/use. 

Usability of a product or software refers to the efficiency of use, ease of learning, 

and the ability to recover from errors. Information systems are important in enabling 

organizations to meet their goals. This goal can only be achieved through the effective 
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use of the information system. Suryanto et al. (2016) justified the need to measure the 

relationship between the desire to use, usage, user satisfaction, and benefit to the 

organization because of its importance to understanding and improving user expectations.  

Mvungi and Tossy (2015) defined usability as the extent to which a product can 

be used by specified users to achieve specific goals with effectiveness, efficiency, and 

satisfaction in the specific context of use. Usability is an important factor in improving 

products and services (Khajouei, Gohari, & Mirzaee, 2018). Understanding the factors 

that affect usage intention of a computing resource is an important aspect of making 

improvement decisions. Using the methodology of dataset search and analysis, and 

information item definition, Cabitza et al., (2015) concluded that fitness for use and 

gender-related factors play a significant part in the continued use of open data. The 

process of evaluating the usability of a website includes verifying if the application 

design enables users to retrieve documents and access available services easily. 

Evaluations of the use of software provide an important basis for product quality 

improvement and monitoring of contracts. Acosta-Vargas, Luján-Mora, and Salvador-

Ullauri (2017) described the success of e-government adoption as depending on design, 

security, and ease of navigation.  

 One of the ways to understand the usage of a website is to classify the data of 

success response and analyze user navigation (Prakash & Jaya, 2016). The traversal 

pattern can be discerned with the use of the users’ navigation weblog. A weblog is 

recorded as users access the web server through web pages. Most web pages have 

categories and attributes that can be used to identify user behavior. Usability can be 
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evaluated using interaction-based user evaluation, metric-based evaluation, and model-

based evaluation, as is being used by search engines. Bakaev, Mamysheva, and Gaedke 

(2016) suggest that there are ambiguities in usability conceptualization for quantitative 

measurements and its dimension of efficiency and effectiveness. Effectiveness measures 

the ratio between successful users’ action and erroneous ones, the share of utilized factors 

and commands, and the cognitive load on the user. Efficiency measures learnability, time 

to complete tasks, errors, and memorability. The difference between the two dimensions 

is that effectiveness relates to the completeness and accuracy, while efficiency relates to 

the minimization of resources for completeness’ of a task in each context.  

Okhovati, Karami, and Khajouei (2017) conducted a study using the Nielsen's 12 

library heuristics to evaluate and identify problems with a university website and 

identified issues that include visibility of system status, flexibility, and efficiency of use, 

consistency, and use of web standards. Usability can be measured by adaptive user level, 

screen reading level, satisfaction, and learnability. Ain et al. (2016) explained that one of 

the main problems of usability is the communication gap between users’ 

mental mode and designers’ perception and conducted a study to develop an eLearning 

usability evaluation model that can reduce the identified gap between the mental mode of 

the user and the designers’ perception of the user need. The findings of the study 

suggested that this problem can best be solved by conducting surveys, interviews, and 

using the feedback for website usability improvement but concluded that user surveys are 

best for evaluation of websites or learning management systems. The resultant effect of 

designing websites without understanding user needs is the design of web portals that 
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suffer from low usage. Karaim and Inal (2017) stated that the usability of a website has a 

direct influence on user satisfaction. Poor usability features may result in low usage, 

while some users may never return to use the website again. The most violated heuristic 

rules, as identified by Karaim and Inal (2017), were visibility of system status, user 

control, freedom, helping users to recognize, diagnose and recover from errors.  

Using an online evaluation tool to evaluate open data websites of 20 countries, 

Acosta-Vargas et al. (2017) concluded that countries like the USA, UK, China, 

Singapore, and Qatar, among others, did not reach the acceptable level of accessibility 

with evaluation criteria of priority AA. The seven commonly identified usability 

constructs are consistency, supportability, learnability, simplicity, interactivity, 

telepresence and readability. Lack of trust in e-government is noted as one of the major 

challenges of using e-government. Alzahrani, Al-Karaghouli, and Weerakkody (2017) 

evaluated several perspectives of trust using psychological, sociological, economic, 

computer science, organizational science, business, and marketing. Poor usability denies 

certain users an equal opportunity to access and use government resources. 

User Satisfaction 

User satisfaction is described as a positive or negative feeling with system 

implementation. An important success determinant of OGD is the usability of the open 

data websites and its ability to enable users to achieve their goals effectively and 

efficiently. The public sector is gaining and changing from the impact of information 

technology (IT) and the use of information systems, just as the citizens are gaining from 

them. Information system is of immense help in environments that use a massive amount 
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of data such as the open data portals. Kasaj (2016) asserted that user satisfaction is one of 

the most widely used constructs in ensuring information system success. User satisfaction 

has been studied in many contexts. Evaluating user satisfaction in the use of information 

systems is key to system improvement (Saghaeiannejad-Isfahani et al., 2014). 

Sebetci and Çetin (2016) studied e-prescription using the information system 

success model of DeLone and McLean (2003) in a correlation study and identified that 

use and user satisfaction were important predictors of net benefits. Chaveesuk and 

Hongsuwan (2017) conducted a study to identify factors that are critical to the success of 

ERP implementation in organizations and concluded that system quality and information 

quality have a direct effect on user satisfaction. Sultono, Seminar, and Erizal (2016) 

conducted a study to discover the relation, influences, and analysis of the quality of 

academic information systems towards user satisfaction in Indonesia University of 

Education. The result indicates that there is a strong relation between system quality, 

information quality, service quality, and user satisfaction. Information quality is the most 

important precedent for user satisfaction in the use of information systems because of the 

importance placed on the availability and accuracy of the information. Organization 

results stem from usage, and usage is preceded by user satisfaction (Almazán, Tovar, & 

Quintero, 2017). Website-related factors like page design and navigation impact user 

satisfaction, where ease of use is one of the most significant dimensions that influence 

user satisfaction and behavior (Zeglat, Shrafat, & Al-Smadi, 2016).  

Information is now regarded as a new national resource, and a library is one of the 

places that can be characterized by the richness or availability of information. Library 
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information systems provide automation and the ability to generate or develop a wide 

range of administrative, technical processes, databases, and other services to enhance user 

satisfaction (Atanda, 2017). Hong, Cao, and Wang (2017) described user satisfaction to 

be the overall effective evaluation of end-user experience with an information system, 

and the interface of a device or a website affects the ability for it to be used for specified 

tasks.  

Many users of information systems tend to use workarounds to complete tasks 

that are supposed to be completed using an identified information system. The use of 

workarounds is often an indication that there are inherent challenges with using the 

information systems. In such situations, user satisfaction is likely to be lacking. 

Farzandipour, Meidani, Gilasi, and Dehghan (2017) evaluated information systems from 

the technical, functional usability, vendor capability, and care quality provided by health 

information systems (HIS) vendors. The study emphasized the quality of service 

provided, the quality of IT services including service by IT software vendors, affect user 

satisfaction with information systems. In a study to understand the determinants of user 

continuance intentions to use a mobile money service called the M-Pesa from users in 

Kenya, Osah and Kyobe (2017) concluded that user satisfaction is considered the most 

critical factor in continuance usage and utilization have direct significance effects on 

usage continuance with M-Pesa. As one of the most important determinants of 

information systems system success, user satisfaction inclusion in system development 

tends to help in system development. 
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Net Benefits 

Net benefits of an information system refer to the extent to which the information 

system has contributed to the success of helping the stakeholder to achieve stated 

objectives. DeLone and McLean (2003) combined the individual impact and 

organizational impact from DeLone and McLean 1992 and societal impact to describe net 

benefits. The impact of an information system includes many stakeholders, such as the 

immediate user, industry, and society. Information system benefits are one of the least 

studied constructs because of the difficulty of generalizing across populations and 

contexts. All the other constructs in the DeLone and McLean (2003) information system 

success model is constantly being evaluated from the user perspective. Sun and Teng 

(2017) evaluated the net benefits from the context of information in the organization and 

concluded that net benefits have a strong significance for overall information system 

satisfaction. The net benefits of an information system include the individual, group, 

organizational, and even societal benefits from IT use. The concept of net benefits in the 

DeLone and McLean information system success model grouped all the impact measures 

into a single impact, or benefit category called net benefits.  

An information system is assumed to be contributing to individual users for 

improvement in decision making, improved productivity, increased sales, market 

efficiency, customer welfare, creations of jobs, and economic development. Zohreh et al. 

(2017) evaluated a virtual education eLearning system based on the DeLone and McLean 

(2003) model, and the result indicated that the net benefits of the system had the highest 

correlation with user satisfaction. It was also identified that net benefits would 
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be greater when the system is in a favorable condition, and that service quality has an 

indirect effect on net benefits. 

Open Standard Format 

The open standard format (Valdivia & Navarrete, 2016) is based on the three core 

principles upon which to describe openness named an open license, open access, and 

an open format. Openwork is work that is provided in a convenient and modifiable form 

with the data being machine-readable, provided in an open format, and can be processed 

with at least one free, open-source software tool (McKiernan, 2017). The convenient 

form could be image, text, tabular or geographic data, and its purpose is to make the work 

easy to be reused, shared and modified without the need for any proprietary software. 

Openwork as a data form must be machine-readable and in an open format without any 

technical obstacle like a license right (Irani & Kamal, 2016). All digital materials are not 

machine-readable. A PDF file with a table may not easily be parsed by a computer to 

access the data the way a spreadsheet can be accessed. Common open standard formats 

include comma-separated variables (CSV), Extensible Markup Language (XML), 

JavaScript Object Notation (JSON) and Resource Description Framework (RDF) (Bello 

et al., 2016). Other data formats that meet the open definition requirement for machine 

readability include application programming interface (API), Atom, five-star (linked 

open) data, hypertext markup language (HTML) (Krewinkel & Winkler, 2017).  

Open standards are free to use and are available for anyone and for any project 

(Open definition (N.d), unlike proprietary standards that are not free and usually cannot 

use. Interoperability features of open standards enable the interconnection and integration 
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of other software components for innovative automation of application development, 

growth of new businesses, and e-commerce (Lapôtre, 2017). Open standards are 

important in an interconnected world of web 2.0, where having a wide network of 

connections affect rating and performance. Technological products depend on the 

interoperability of other software components across the Internet (Chen, 2016). Open 

access to data provides opportunities for individuals and organizations to share the 

burden of application development in collaborative participation (Schauppenlehner & 

Muhar, 2018). A piece of work published in an open standard format should be published 

with the capacity to allow users to download the work in pieces or bulk through the 

internet. Open data formats by nature of being described as open must ensure usability, 

open access, and open formats. Open formats are required to facilitate use, reuse, and 

simplify data management for publishers and users (Rocca-Serra et al., 2016). Linked 

data provides an integrated source of a dataset that can be re-published as machine-

readable linked data, to make application development an easier task (Bischof, Harth, 

Kämpgen, Polleres, & Schneider, 2018). Many datasets on the web are available in 

diverse formats, but the linked data concept is designed to enable the provision of 

standard structure to interlink them (Jovanovik & Trajanov, 2017). The linked data 

concept has introduced standards for representing, storing, retrieving data and enables the 

combination of data with modern semantic technologies. The production of platform-

neutral data resources can aid collaboration and dissemination of information (Binding & 

Tudhope, 2016). 
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The rating of open data portals using the 5-Star model refers to the description of 

the data presentation and availability of data on the web. The 5-Star model rating presents 

the steps that can enable easy identification of the level of conformance of web data 

portals (Open Data Handbook, n.d.). 1-Star rating describes data that is made available on 

the web using an open license where the format can be in any form or standard. 2-Star is 

achieved if the data is presented as a structured data using proprietary software such as 

Excel. A 3-Star rating is achieved if the structured data is made available without a 

proprietary format such as CSV. Web data presented with universal resource 

identification (URI) to enable linking to the data achieves a 4-Star rating. The 5-Star 

rating is for web data that is linked to other data to enable full processing with flexibility 

in the choice of software using the resource definition framework (RDF). A combination 

of data from multiple sources is easily achieved by using RDF that identifies the data 

using its URLs (Bello et al., 2016). Many OGD portals published open datasets on the 

web without regard to the open format standards (Kucera, 2015). Open standards formats 

are crucial to the achievement of the objective of open government data. The level of 

openness of OGD (Vostrovský, Tyrychtr, & Ulman, 2015) has a direct influence on the 

intention to use OGD in a way to meet the objectives of OGD.  

Overview of Open Government Data  

Open government data (OGD) is data that is published, produced, or 

commissioned by a government, made freely available for use, reuse and redistributed by 

anyone (Jurisch et al., 2015). OGD has the objective of improving transparency in 

governance, encourage collaboration between the state and citizens (Saxena, 2017). The 
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usage of OGD is expected to aid the development of smart cities (Siuryte & 

Davidaviciene, 2016), smart transportation, smart housing (Walravens, Breuer, & Ballon, 

2014), and many other civic applications that can add tremendous value to civil societies, 

governments, and organization. Transparency may be achieved when the citizens have 

more control over how they gain access to raw data and influence the level of their 

aggregation. While the intermediary between the government and the public are the open 

data websites or portals, only a few of those intermediaries provide the processes and 

procedures to enable transparency (Janssen, Matheus, Longo, & Weerakkody, 2017). One 

of the objectives of open data is to allow citizens to participate in the governance process. 

The objective is when the governance-related data is made openly available and in real-

time. Real-time availability of governance data enables citizens to provide inputs before a 

government decision is finalized.  

OGD is widely accepted around the world for its potential benefits in improving 

the transparency of government departments, strengthen the public participation of and 

decrease the distance between government agencies and citizens (Lourenço, Piotrowski, 

& Ingrams, 2017). It is a widely held notion that government agencies facilitate data 

collection by utilizing tax money from citizens, therefore, the government should make 

the data to be easily available to the citizens. Saxena (2017) noted that though 

transparency is one of the core objectives of open government data, the logical target is 

supposed to be the extent to which data usage is facilitated. Meeting the objectives for 

setting up open data sites is proving difficult in practice because various open data portals 

were not designed from a user perspective. After studying open government data 
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initiatives at different government levels in 61 countries, Zuiderwijk et al., (2018) 

concluded that there is a mismatch between the benefits delivered and the objectives of 

open data.  

There is a big gap between the availability of open data and the use of open data 

due to the challenges in using open data portals in a way that enables the reaping of all 

the benefits of the open data initiative (Charalabidis et al., 2016). The availability of open 

data is not an indication of achieving the objectives of open data initiatives (Csáki & 

Prier, 2018). Universal participation and usage are the keys to unlocking the economic 

value of open data. The uptake and usage of open data have not been as envisaged, and 

this has been attributed to issues like inconsistencies in the data standards and 

accessibility protocols. The way open data is delivered determines and shapes the way it 

is used. Sieber and Johnson (2015) determined that the way open data is currently 

provided is at crossroads with the objectives of OGD and challenged the mission 

accomplished attitude of governments, urging them to acknowledge the challenges of 

users and developers. 

Improving data accessibility, availability, reusability, re-distribution, and 

participation is core to the full maturity potential of OGD. Thorsby et al., (2017) used 

regression models on a descriptive study to categorize and describe 37 open data portals 

in US cities and emphasized that the actual value of OGD lies in the application and use 

of the datasets. Chu and Tseng (2016) stated that the success of OGD is determined by its 

accessibility, quality of data, security and platform functions. Cantor et al. (2018) 

described an exemplary process of using open data to shape government decisions 
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through interaction and collaboration with the public. Re-using and sharing data between 

the public and the government is expected to reduce the cost making data available 

through the principle of collect once, reuse many times to improve open data quality by 

employing user feedback to correct errors of incomplete data and unusable data (Donker, 

VanLoenen, & Bregt, 2016). The publishing of OGD with accessibility issues has 

resulted in a frequently low usage threshold (Jurisch et al., 2015). Magalhaes and Roseira 

(2017) conducted empirical research on the issue of value creation in the commercial use 

of open government data and concluded that the use of open government data by the 

private sector could positively impact private sector innovation.  

As more citizens move towards consuming government services through the 

internet, the need to identify the users and their perception about the open data system 

tends to increase. Scott and Golden (2009) identified the need to study the citizen’s 

perspective and use it to understand the features of the system that influences user 

perception. Three key areas of research recommended for further inquiry into making 

open datasets usable are the shared understanding of data quality dimensions, support for 

quality awareness, and strengthening the quality to use nexus (Sadiq & Indulska, 2017). 

Ruijer et al., (2017) recommend further exploration to ascertain if there is a tension 

between using context-specific user requirement and the objective of generic user 

requirements. Roky and Al Meriouh (2015) proposed an ex-post evaluation by users of 

information systems. The observations above suggest that the importance of open data to 

society makes it imperative to evaluate its quality to have a clear understanding of the 

factors that influence the intention to use open data. 
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Open Data Metadata Quality 

Metadata, which is described as the data about data, is the key to ensuring the 

long-term value of any piece of data (Schauppenlehner & Muhar, 2018). Metadata 

support interoperability and integration of different systems and can be necessary for the 

description of data, understandability, searchability, and preservation of dataset entries. 

Data accessibility for a larger audience is made possible by using standard metadata to 

improve linked data quality, readability, and completeness of data (Kubler, Robert, 

Neumaier, Umbrich, & Le Traon, 2018). The national information standards organization 

(“ISO/IEC 11179-4:2004”, n.d.) defines metadata as structured information that 

describes, explains, locates, or otherwise makes it easier to retrieve, use, or manage an 

information resource.  

There is a growing reliance on accessing data through websites and web 

applications. These applications tend to use different formats irrespective of the format 

used by other open data publishers, and that makes it impossible for users to connect and 

link data. Jiménez-Ramírez, Burke, and Rodríguez-Flores (2017) defined statistical 

metadata as any information needed by people or systems to make proper and correct use 

of the real statistical data, regarding capturing, reading, processing, interpreting, 

analyzing and presenting the information or any other use. Fan and Zhao (2017) 

constructed three quality indicators of OGD described as publishing all collected data 

except for data that is related to national security, patents, personal and private data, 

publishing data according to the eight OGD principle and finding out if the public uses 

the published data. Metadata is provided for interoperability between information 
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systems, and provide the basis for data quality validation, data preparation, data 

comprehension, and dissemination.  

Good quality metadata supports knowledge discovery, which enables better 

decision making to increase the efficiency and effectiveness of business processes 

(Ramesh, Vivekavardhan, & Bharathi, 2015). Metadata quality of open data portals can 

help to guarantee the reliability of information and enhance the motivation of users to use 

open data portals. Jiménez-Ramírez et al. (2017) stated that the metadata usually found in 

many OGD repositories are not enough to facilitate knowledge discovery processes and 

suggested the need for more comprehensive metadata. Kubler et al., (2018) developed an 

open data quality assessment framework that can be used for quality assessment of open 

data portals. The absence of metadata may have a negative impact on open data usage 

while publishing open data in a reusable format enables the motivation and engagement 

of users.  

Though open data has the potentials to facilitate innovation, the uncertainty of 

datasets poses a quality challenge that can become a threat to their usage (Sadiq & 

Indulska, 2017). The absence of metadata in many open datasets poses usage challenges, 

including the very long time to value creation due to low-quality characteristics of the 

datasets, deficiency through missing data, duplicates, inconsistencies, and lack of schema 

descriptions (Corsar & Edwards, 2017). Timeliness and recency of data are required for 

timely decision making and the powering of civic applications. Many open data portals 

do not provide information about the datasets' update history. Outdated data can have a 

negative effect on all stakeholders including the open data provider. Applications that 
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rely on current information will be compromised when data freshness cannot be 

determined. Neumaier and Umbrich (2016) noted that the prominent open data 

frameworks which are the CKAN, OpenDataSoft, and Socrata all have the option to set 

the metadata field of “last_modified,” but most of the providers do not use that field, thus 

making it impossible to determine the freshness of data.  

The need to focus on inclusive data, openness, and quality is the foundation of 

open data usability. Corsar and Edwards (2017) recommend that open data providers 

need to consult with users to document user experience and the quality issues to improve 

the discoverability of the data. Tygel, Auer, Debattista, Orlandi, and Campos (2016) 

subdivided open data challenges into two categories, defined as structuring the datasets 

and provision of well-structured and organized metadata for datasets. OGD platforms use 

different tags for the same objects and calls for the need for a collaborative strategy 

approach for improving tag curation with open data portals. The use of a standard set of 

categories and data provision standards to enable consistency in the presentation of OGD 

is expected to improve open data usability. The inclusion of metadata is suggested to 

make OGD easier and faster to use, including enhancing user experience.  

The efficient use of data from various sources will require the creation of good 

metadata to improve searchability and data consumption. Zeleti and Ojo (2017) identified 

eight new open data value capabilities described as knowledge of data standards and data 

on the web best practices, knowledge of data value, data strategy, aggregation process, 

database architecture, knowledge of graph data models, verifying data integrity, and web-

based front-end for open data. The quality of an OGD may vary from country to country, 
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and this calls for the need for standardized format and presentation, quality evaluation, 

and benchmarking framework that will aid in better understanding of the quality issues in 

open data portals and to study the impact of improvement methods over time. 

The Potential Value of Open Data 

 In a bid to bridge the gap on the lack of research on how businesses are using 

open data, Susha et al., (2015a) investigated the driving factors of open data adoption by 

businesses. Their result indicates that the way open data is organized is affecting the 

usage of the datasets. The size of open data is growing and is expected to reach the size 

that it can be described as big data. Big data is any dataset that is very large and complex 

and requires advanced capture, storage, management, and analytical technologies (Ylijoki 

& Porras, 2016). The unique characteristics of big data are its volume, variety, and 

velocity but the unique characteristic of open data is that it is freely available without 

restrictions. Dwivedi et al. (2015) suggested that though open data is voluminous in size, 

the usefulness for decision making is limited unless it can be interlinked to provide more 

context. Linked open data have greater opportunities for stakeholders to exploit the data 

for innovative purposes, collaboration and co-creation of value (Karanth, & Mahesh, 

2015). The term big open linked data (BOLD) is rapidly emerging in the technology-

oriented business world for the integration of diverse data, without predefined restrictions 

or conditions of use, to create new insights. BOLD is expected to increase the reach of 

statistical and operational information and deepen the analysis of their outcome and 

impact (Janssen, Konopnicki, Snowdon, et al., 2017).  
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OGD is a potential motivator for strengthening democracy through increased 

transparency, participation, and collaboration of citizens (Pereira, Macadar, Luciano, & 

Testa, 2017). Open data is envisaged as a potential business enabler and a valuable 

business resource. It is discovered that many private organizations, especially software 

developers, are interested in using open data. Herala, Kasurinen, and Vanhala (2018) 

indicated that through professional software development companies perceived that there 

is added value from open data, they are not using it because they consider open data as a 

difficult asset to use for a business.  

The adoption of open data by companies plays an important part in the value 

chain of open data. Zuiderwijk, Janssen, Poulis, and van de Kaa (2015b) examined open 

commercial data use for competitive advantage using the resource-based theory, and the 

findings indicate that achieving competitive advantage from open data requires an 

organization to have in-house capabilities and resources. Data sharing has been promoted 

as having the potential to enrich healthcare research because of its ability to improve the 

practice of medicine and be able to save more human lives. Sansone et al., 2018 

emphasize that high quality of open data infrastructure has the potential to enable high-

quality science. 

Open research powered by the open data concept is having a positive effect on 

researcher communities by enabling research works to get more citations, attract media 

attention, funding opportunities, potential collaborators. Healthcare practitioners suggest 

that about 50% of clinical studies are never shared or published, thereby resulting in 

missed opportunities for learning and validation (Dey et al., 2017). An open access policy 
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allows the researcher to open up access and yet retain ownership rights. McKiernan et al. 

(2016) suggested that because publishing under open access can be at little or no cost, 

researchers are highly motivated to increase their productivity. Open access enables 

resource management, sharing, reproducibility, and validation of research findings due to 

the effectiveness of sharing through open data access. 

Open e-learning is not only creating self-taught experts, but it is also equipping 

organizations in public and private sectors with knowledge and learning (Gascó-

Hernández, Martin, Reggi, Pyo, & Luna-Reyes, 2018). The need to understand and use 

the economic value of the n data asset is increasing, even as the open data volume is 

expanding. Though there is potential for using open data for business competitiveness, 

certain capabilities must be acquired and used before value can be derived from open 

data. Cabitza et al. (2015) relate the social value of open government data as depending 

on how potential consumers can access, understand and exploit the data for comparative 

analysis. Despite all the potential of open data to spur open governance and enable the 

creation of innovative value-added services, it is not yet clear how to realize the potential 

in practice. 

Stakeholders of Open Data 

Open government data has many stakeholders from a variety of origins that bring 

with them a variety of meanings of OGD. The primary stakeholders have a formal, direct, 

and necessary impact on OGD planning and implementation, while the secondary 

stakeholders had informal or non-essential planning and implementation roles in OGD 

(Gonzalez-Zapata & Heeks, 2015). The primary stakeholders include the politicians, 
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public officials, public sector practitioners, and international agencies. The secondary 

stakeholders include civil societies, funding donors, ICT providers, and academics. Open 

data stakeholders can also be classified using perspective analysis (Gonzalez-Zapata & 

Heeks, 2015). In the prospective analysis, the stakeholders can be identified as having 

bureaucratic, political, technological and economic perspectives respectively. The 

bureaucratic and political perspectives have dominance, and the technological and 

economic perspectives are not incorporated into the mainstream of the OGD. The 

bureaucratic perspective defaults to the ideas of using OGD to support transparency of 

the public sector, and the technological perspective conceives OGD as a technical 

innovation for processing public sector data. The political perspective sees OGD as a 

fundamental right that can enable citizens to have access to the public-sector data they 

paid for while the economic perspective regards OGD as an economic 

enhancer. Differences in stakeholders and motivating factors are an indication that using 

a uniform strategy to manage the relationships with different stakeholders will not boost 

the usage of open data (Susha, Zuiderwijk, Charalabidis, Parycek, & Janssen, 2015b). 

The understanding and clarification of various stakeholder’s priorities are one of 

the success factors of open data. Lindman, Kinnari, and Rossi (2016) categorized the 

potential roles of businesses in enriching open data as the roles of open data publishers, 

data extractors and transformer, data analyzers, user experience providers and support 

service providers. Academic researchers are one of the stakeholders of open data who are 

facing the challenges of opening their data (Aadinarayana & Sharma, 2017). In 

the academic research ecosystem, some funders and researchers have different 
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perspectives about joining the open data movement. Funders are mindful of their 

investment, while researchers want to have abundant data to use in their research. 

Irreproducibility is one of the challenges that open data is expected to resolve. The 

primary objectives of researchers supporting the open data movement are to enhance 

reproducibility and reusability of scientific research. Zuiderwijk et al., (2015b) suggests 

that open data benefits should be focused to specific stakeholder category and should not 

be generalized because what constitutes a benefit to citizens, researchers and non-profits 

may not be benefits to commercial companies. 

Challenges of Open Data Usage  

The barriers of OGD can be categorized as user-specific, provider-specific and 

both user and provider-specific (Beno, Figl, Umbrich, & Polleres, 2017). Identified user-

specific issues are open data portals, data quality, user legal constraints, while the 

identified provider-specific issues are strategic and business, privacy, and security, 

provider legal constraints. Knowledge and experience are the issues in the category of 

both user and provider. The availability of massive amounts of data provides the 

opportunity for reuse of the data for civic applications, but OGD users identified 

technical, management, and cultural challenges as prohibiting the use (Alromaih, 

Albassam, & Al-Khalifa, 2016). 

The value of open data can only be realized through their usage, but the 

implementation of most open government data is still supplier driven (Susha et al., 

2015b). Kapoor et al., 2015 identified open data challenges as for how to increase public 

interest in the use and re-use of open data, cost of opening data, data ownership risks, 
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legality concerns, and data quality concerns. Open data portals are designed from a 

technology-driven perspective and not from a social value perspective. Viscusi et al. 

(2014) identified the need to position open data portals from the perspective of the social 

value it can add to the stakeholders. The sociotechnical risks and barriers to open 

government data adoption include the complexity of activities needed to understand and 

use open data, lack of incentives, data provenance, management and quality, 

completeness, metadata, technical and semantic interoperability (Dawes et al., 2016).  

The government has an important role in stimulating open data usage. Open 

government data (OGD) does not support the dynamic use of data (Buranarach, 

Krataithong, Hinsheranan, Ruengittinun, & Supnithi, 2017), and users are in some cases 

required to download the entire dataset, even when the user wants only some portion of 

the dataset. The barriers of the usage of OGD are the absence of metadata in the data sets, 

irregular updates of the data sets, limited and unusable formats of the data sets, lack of 

data visualization facility, and lack of collaborative approach for the OGD initiative 

(Saxena, 2017). Though open data is expected to contribute and enhance the democratic 

processes, there is the need to collect specific user-centric requirements for designing 

open data platforms. Collecting specific user requirements will enable the understanding 

of the context-based specific requirement to ensure the development of an open data 

portal that meets user needs and increases usage level.  

Open data providers are still unwilling to publish their data, while some users find 

it difficult to use available open data (Beno et al., 2017). OGD has been severely 

criticized for being one dimensional, lack of usability, inadequate data, and weak 
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application stewardship principles. It is believed that data presented in an easy to use way 

can lower user threshold (Jurisch et al., 2015). OGD platforms have different presentation 

formats, structures, different processes and features for data search. Beno et al., (2017) 

identified that heterogeneity of portals and formats of implementing the features of OGD 

are causing a limitation on the ability of users to reuse the datasets. On the side of the 

open data publishers, the most severe barriers are lack of resources and time, cost, and 

fear of users drawing the wrong conclusion from the data. Government data is 

heterogeneous and often interwoven with the implication of the limitation of the level of 

integration between systems (Janssen, Konopnicki, Snowdon et al., 2017). Hjalmarsson 

et al. (2015) identified that open data users have challenges ranging from localization 

issues, lack of quality in data, and technical format. Kool and Bekkers (2016) 

investigated the perceived value relevance of open data published by the Dutch 

Inspectorate of education in the parent’s choice of Dutch primary schools and identified 

that there is a mismatch between the demand and supply of open data about primary 

schools.  

A study by Toots, McBride, Kalvet, and Krimmer (2017) to gather information 

from 63 experts in six European countries of Belgium, Estonia, Greece, Ireland, 

Lithuania, and the United Kingdom identified many challenges and barriers. The 

challenges are data and technology, organizational, legislation, and policy barriers, 

respectively while enablers and drivers are data and technology, stakeholder, 

organizational, legislation, and policy drivers, respectively. Zeleti and Ojo (2017) 

identified the knowledge gap and conducted a design science research to construct a 
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theoretically grounded open data value capability architecture that explains how open 

data-driven organizations can identify, map, develop and plan open data value 

capabilities. The study noted that open data providers are not paying enough attention to 

building capabilities required for data storage and computing facilities, data release, 

providing access to data and APIs’, data retrieval, and data usage. Despite the availability 

of many datasets, the barrier of metadata quality has made it impossible to integrate 

multiple datasets, even within the same agency (Oliveira & Moreno, 2016). Low 

metadata quality poses a limitation to data discovery (Kubler et al., 2018) and the 

combination of dataset both within and across data portals because good quality metadata 

is as important as the quality of data themselves (Máchová & Lnenicka, 2017). The lack 

of incentives, data origin, management and quality, completeness, metadata, technical 

and semantic interoperability (Dawes et al., 2016) are part of the barriers.  

Supporting Theories and Alternative Theories 

Dependence on information systems continues to grow as academic institutions 

leverage the use of information technology for service delivery. Dos Santos et al., (2017) 

analyzed the impact of user intention on an academic information system using the 

DeLone and McLean (2003) information systems success model. Results of the study 

indicate that system quality influences information quality, information quality influences 

intention to use, and service quality influences intention to use. A study by Mudzana and 

Maharaj (2015) indicates that information quality is positively related to system use and 

user satisfaction. It was also concluded that the results agree with the previous studies 

that used the information systems success model.       
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The alternative theories that other researchers used to study information system 

utilization and usage include the technology acceptance model (TAM), the unified theory 

of acceptance and use of technology (UTAUT) model, and the task-technology fit (TTF) 

model among others. 

Technology Acceptance Model (TAM)  

The technology acceptance model (TAM) was developed with the key reasoning 

that increasing the usage of information systems starts with the acceptance of the system, 

and acceptance is preceded by the user’s intention to continue using the system (Davis, 

1989). Understanding the factors that affect intention to use can enable an organization to 

manipulate the factors towards acceptance and then increased the use of the system. The 

variables of TAM are perceived usefulness, perceived ease of use, intention to use and 

usage. The goal of any information system is to meet the need of its target audience and 

for it to be used for the intended purpose (Taherdoost, 2018). Al-Ghazali, Rasli, Yusoff, 

and Mutahar (2015) noted that there had been inconsistencies with previous findings that 

were trying to provide a one size fits all model of post-adoption usage behavior.  

Kasaj (2016) studied the adoption of mandatory e-government service and 

identified gaps in many other studies on the adoption of technology by noting that the 

studies were based on systems that are not mandatory to use. System reuse is 

an important indicator of system success. Yang, Shao, Liu and Liu, C. (2017) identified 

the gap in research on how e-learning users’ experience impacts their behavioral 

intentions to reuse the system and studied the quality factors that support the acceptance 

of massive open online courses (MOOC) to foster improved continuance intention using 
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a combination of the information system success model and TAM. The study used a 

sample of 294 respondents to conclude that system quality, course quality, and service 

quality have positive effects on the continuance intention to use MOOCs. Mardiana, 

Tjakraatmadja, and Aprianingsih (2015) identified that the technology acceptance model 

(TAM) has a stronger and sound theoretical background for predicting behavioral 

intention and that TAM has a focus on the attitudes that precede using a technology. 

TAM could not be used for my study because the focus is not on adoption but is focused 

on understanding users’ intention to use through examining the relationship between the 

US federal departments’ open data users’ perception of the systems quality, perception of 

information quality, perception of service quality and the intent to use open data. 

Unified Theory of Acceptance and Use of Technology (UTAUT)   

The UTAUT identified four key factors and four moderators that are related to 

predicting behavioral intention to use technology and actual technology use in 

organizational contexts (Venkatesh, Morris, Davis, & Davis, 2003). The key factors are 

performance expectancy, effort expectancy, social influence, and facilitating conditions 

while the moderators are age, gender, experience, and voluntariness. Venkatesh, Thong, 

and Xu (2016b) reviewed and synthesized the information systems literature on UTAUT 

and extensions from September 2003 until December 2014. The review identified the 

merits of the UTAUT and the reason why there is a hindrance to further theoretical 

development in research into technology acceptance and use. According to Venkatesh et 

al. (2016b), performance expectancy, effort expectancy, and social influence were 

theorized and found to influence behavioral intention to use technology, while behavioral 
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intention and facilitating conditions determine technology use. Saxena and Janssen 

(2017) suggested that the UTAUT framework is the best framework for examining both 

social and non-social factors, which can impact IT linked with open data.  

Maduku (2015) described technology acceptance as an individual’s psychological 

state about his or her voluntary or intended use of technology and used the UTAUT 

model to understand the factors that influence behavioral intention towards e-book use 

among students in tertiary intuitions in South Africa. The UTAUT is not considered 

suitable for my study because the framework is focused on predicting the factors that 

influence behavioral intention to use technology, while my study is focused on examining 

the facilitating conditions that determine the intent to use OGD.  

Task-Technology Fit 

The task fit technology (TTF) refers to the extent to which technology fits the task 

requirement, individual ability, functionalities and interface of the technology (Mohd 

Daud & Zakaria, 2017). TTF is one of the constructs been used to measure the 

effectiveness of information systems in the way it impacts individual or organizational 

performance. The core objective of making a huge investment in an information system is 

to improve individual or organizational performance. Technology is viewed as a tool that 

individuals use to turn inputs into outputs, and if the tool did not fit the task, the tool is 

described as not being effective (Wipawayangkool & Teng, 2016). The TTF has been 

used by many researchers to evaluate system characteristics and task characteristics 

effectively. Irick (2008) asserted that the task-technology fit is more important than the 

user interface of an information system.  
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Two major research paths link technology to performance described as the 

utilization model and the task fit model. The utilization models are focused on 

understanding user attitude, beliefs and behavior while the task-technology fit model is 

focused on the features of a technology that is fit for a task. Irick (2008) asserts that strict 

reliance on either the utilization model or the adoption models may not give a good 

outcome and concluded that the information system must be utilized and be fit for the 

task before it can positively impact performance. The task-technology fit is not used for 

my study because it refers only to the individual ability, functionalities, and interface of 

the technology. The other aspects of the three tenets of quality like the service and 

information cannot be addressed with it. 

Transition and Summary 

This study introduced the problems and challenges associated with open 

government data quality. Section 1 started with an introduction to the background of the 

problem to provide an understanding of the issues with open data platforms as an 

information system. The problem statement is used to add structure to the issues that will 

be the focus of the study. The purpose statement re-iterated the purpose of the study and 

what it hopes to achieve, and the nature of the study explained how the study would be 

conducted and to justify the choice of methodology. The relevance of the study to the 

society and the IT profession is presented to support the need for the study. Every 

research has a lens through which it is structured, and this study is presented through the 

lens of the information system success model. 
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A literature review of the past and present studies relating to information systems, 

open data metadata, potentials of open data, stakeholders of open data, challenges of open 

data, and measurement of information systems success was conducted. The usage of 

OGD is expected to aid the development of smart cities (Siuryte & Davidaviciene, 2016), 

smart transportation, smart housing (Walravens et al., 2014), and many other civic 

applications that can add tremendous value to civil societies, governments, and 

organization. Standardization of data quality using the open standard quality can improve 

the accessibility of data. The open standard format (Valdivia & Navarrete, 2016) is based 

on the open license, open access, and an open format. Technological products depend on 

the interoperability of other software components across the Internet (Chen, 2016), and 

open formats are required to facilitate use, reuse and simplify data management for 

publishers and users (Rocca-serra et al., 2016).  

Metadata, which is described as the data about data, is the key to ensuring the 

long-term value of any piece of data (Schauppenlehner & Muhar, 2018). Metadata quality 

of open data portals can ensure the reliability of information and enhance the motivation 

of users to use open data portals. Low metadata quality poses a limitation to data 

discovery and the integration of dataset both within and across data portals (Máchová & 

Lnenicka, 2017). Jiménez-Ramírez et al. (2017) stated that the metadata usually found in 

many OGD repositories are not enough to facilitate knowledge discovery processes and 

suggested the need for more comprehensive metadata. The issue of finding and using the 

relevant data, inconsistencies in data quality, and formatting of open data are hindering 
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software developers and other users in their bid to use open data (Hjalmarsson et al., 

2015).  

OGD barriers include the absence of metadata, incomplete data, the use of 

different schemas and IDs for different departments, inaccurate data, data inconsistency, 

and lack of timeliness (Danneels et al., 2017; Oliveira & Moreno, 2016; Saxena, 2017). 

The sociotechnical risks and barriers to open government data adoption include the 

complexity of activities needed to understand and use open data, lack of incentives, data 

provenance, management and quality, completeness, metadata, technical and semantic 

interoperability (Dawes et al., 2016). Zeleti and Ojo (2017) noted that open data 

providers are not paying enough attention to building capabilities required for data 

storage and computing facilities, data release, providing access to data and APIs’, data 

retrieval, and data usage. Corsar and Edwards (2017) recommend that open data 

providers need to consult with users to document user experience and the quality issues to 

improve the discoverability of the data. Roky and Al Meriouh (2015) proposed an ex-post 

evaluation by users of information systems to have a clear understanding of the factors 

that influence the intention to use open data. 

The research question identified in this study is addressed through the 

examination of the variables of information system success model named the system 

quality, service quality, information quality, intention to use/use, nets benefits, and user 

satisfaction. Section 1 ends with a discussion of the alternative theories that could have 

been used for the study. Section 2 will provide a restatement of the purpose statement, the 
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role of the researcher, description of the participants, the research method, population and 

sampling, data collection and data analysis techniques, and a transition into Section 3. 
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Section 2: The Project 

This study used the information system success model (DeLone & McLean, 2003) 

to examine the relationship between the U.S. federal departments’ open data users’ 

perception of the system quality, perception of information quality, perception of service 

quality, and the intent to use open data. The section begins with a restatement of my 

purpose statement and is followed by a discussion of my role as the researcher and an 

overview of the participants in the study. The research method and the description of the 

design, including supporting evidence from the literature review are presented next and 

then followed by the discussions about the population, sampling technique, ethical 

research concerns, instrumentation, data collection and analysis validity of the study and 

a conclusion. The section ended with a transition into Section 3. 

Purpose Statement 

The purpose of this quantitative correlational study is to examine the relationship 

between the U.S. federal departments’ open data users’ perception of the system quality, 

perception of information quality, perception of service quality, and the intent to use open 

data. Despite all the potentials of open data to spur open governance and enable the 

creation of social value and innovative services, open data providers are not yet clear on 

how to realize the potentials in practice. Many researchers (see Kapoor et al., 2015; 

Susha et al., 2015a; Zuiderwijk et al., 2018) have identified the various challenges of 

using open data but did not fully address how to mitigate the challenges. The independent 

variables are the perception of system quality, perception of information quality, and 

perception of service quality, and the dependable variable is the intent to use open data. 
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The population for this study is users of the open data. The anticipated positive social 

change is that an easily accessible and usable open data may result in citizens and 

organizations having access to data that can be used to study government transparency, 

plan smart cities, create product and services that increases the quality of life of the 

citizens and organizations. 

Role of the Researcher 

The ethics of quantitative research requires that the researcher plays a neutral and 

unbiased role in the data collection process to provide an impartial view of the subject 

matter of the study (Elo et al., 2014). The researcher is never fully detached but may still 

have some influence on the way the research is conducted. This research was designed by 

drawing on my experience and interest. I chose the subject of this research based on my 

interest and passion for business and organizational efficiencies and the need 

for investigating business systems and performance to align processes and projects to 

business objectives strategically. As a person that has been working in the areas of 

redesigning business processes, specifying systems, optimizing business benefits, and 

aligning business processes with a business strategy for over 17 years, the skillset applied 

in this research design and method is based on prior interest and experience. That prior 

interest and experience influenced the choice of variables used in the research, the choice 

of the survey instrument and the technique to be employed in data analysis. I have used 

many open data portals, interacted with other users of open data portals, and can 

understand the challenges of trying to derive insight from data that was designed from a 

different perspective than the publisher cited. 
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Considering my relationship with the subject matter, this study mitigated 

subjective bias by using an Internet-based anonymous survey to ensure no direct contact 

with the participants. The use of formal statistical analysis methods to analyze and 

describe the collected data further mitigates researcher bias (Katz, 2015). Any other 

researcher that follows the same research process would be allowed to verify the results 

of the study. Such bias mitigation strategies are expected to fulfill the requirement for 

neutral and an unbiased role of a quantitative researcher (McCullagh, Sanon, & Cohen, 

2014). Other aspects of ethical consideration include compliance with the guidelines for 

the respect of research participants, as described in the Belmont Report (Tavakol & 

Sandars, 2014). The Belmont Report (Bromley, Mikesell, Jones, & Khodyakov, 2015) 

prescribed allowing participants to have the free will to participate in the study, while the 

researcher aims to ensure the protection of identity, protection from harm and informing 

participants of the research findings. In preparation for this study, I took the National 

Institutes of Health (NIH) web-based training course on protecting human research 

participants, as can be evidenced in the certification number 2434587 issued on July 14, 

2017, and attached as Appendix F to this document. This study did not directly involve 

humans nor any personally identifiable information (PII). The Belmont protocols for 

protecting vulnerable populations while conducting research involving humans did not 

apply to this doctoral study.  

Participants 

The participants for this study were users of open data from across many 

industries and may be resident in any part of the world. The specific requirement is that 



58 

 

they must have used open data government portals like data.gov and census.gov. 

Purposive sampling is the preferred method for this study because of the ability to access 

hard to reach participants and tends to be inexpensive to conduct (Valerio et al., 2016). 

Social media platforms such as LinkedIn, Twitter, Facebook, Reddit is used as 

the main option for recruiting participants. 

The strategy to use online communities is based on the flexibility, speed, 

timeliness, convenience, and ease of data entry and analysis they allow for research 

(Evans & Anil, 2018). As an active member of those online communities, participants 

trusted my inivitation to participate in the survey. The web page for the survey stated the 

objective and the conditions for participation because not all the interested participants 

have may be eligible to participate in the survey. The scope and the purpose of the study 

were made available to the participants to enable them to decide if they wish to 

participate. Specifying the eligibility criteria and the purpose enabled intending 

participants to make an informed decision about whether to participate or not to 

participate.  

Anonymity and confidentiality are ensured for all participants in compliance with 

the Walden University Internal Review Board (IRB). There were no financial reward 

incentives to participants but sincere gratitude. I used the surveymonkey.com website for 

the survey because of the need to ensure the privacy of the data. The data collected from 

the survey was encrypted and stored in a thumb drive for 5 years according to the 

specification of the IRB safety guideline. 
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Research Method and Design 

This study used a quantitative methodology to examine the relationship between 

the U.S. federal departments’ open data users’ perception of the systems quality, 

perception of information quality, perception of service quality, and the intent to use open 

data. An ontological assumption of the quantitative method is that universal laws are 

external to the individual, and the intangible structures of the laws exist irrespective of 

the perception of any individual (Palagolla, 2016). A positivism or realism belief is that 

the physical world functions according to general laws and tend to be objective, including 

an assumption that authentic knowledge must be verifiable (Ma, 2015). The positivism 

epistemological stance claims objectivity as a means of reaching the truth without 

allowing the researcher’s opinions, perceptions, and experiences to interfere with the 

truth (Roy, 2014) and are adopted in support of the quantitative methodology of this 

research. The objectivity claims are evidenced on the confirmation of hypotheses, 

quantification of variation, or prediction of causal relationships by the use of numerical 

data and statistical analysis (Divan, Ludwig, Matthews, Motley, & Tomljenovic-Berube, 

2017). Quantitative methods enable the use of statistical techniques that allow researchers 

to examine the relationships between variables with elements that can be reduced to 

numerical codes for formal analysis and verification (Basias & Pollalis, 2018). I chose 

the quantitative method for this study because the purpose of this study is to examine the 

relationship between variables using statistical methods that can allow for the testing of 

hypotheses rather than understanding human experiences. 
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A qualitative method that is based on a constructivist paradigm enables the 

understanding of the complex social phenomenon as it relates to human behavior or 

experiences (Stickler & Hampel, 2015). Using a qualitative approach enables the 

development of an in-depth understanding of social phenomena using a case study, focus 

group discussion, unstructured interviews and others (Imran & Yusoff, 2015). Qualitative 

research is used to study and understand human experiences as described by the group or 

the individual that had the experience and from the perspective of the researcher (Kaur, 

2016). Understanding human experiences require the researcher to be in the same setting 

with the participant, and this could be a hindrance to the objectivity concept of the study 

(Venkatesh, Brown, & Sullivan, 2016). This study used participants who may choose to 

remain anonymous to collect survey responses that are systematically counted and 

recorded to produce a numerical description of the data. The interpretive paradigm for a 

qualitative study differs from the positivist paradigm from their epistemology and 

ontological assumptions. The quantitative method assumes objectivity and can be 

deductively used to prove a theory (Riazi & Candlin, 2014). The qualitative method 

assumes interpretivism and explores the phenomenon to develop theories (Petrescu & 

Lauer, 2017). The qualitative method was not chosen as the research question does not 

seek to understand human experiences. 

Mixed methods research combines the qualitative and quantitative data in a single 

research project, to enable exploration of complex phenomena while giving equal 

attention to each of the methods (Halcomb & Hickman, 2015). The combination of the 

qualitative and quantitative methods enables expanding and strengthening the conclusion 
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from research (Schoonenboom & Burke Johnson, 2017) thereby improving knowledge 

and validity. In mixed methods research, various elements of the qualitative and the 

quantitative research methods such as the data collection, analysis, and inference 

techniques are employed to achieve breadth and depth of the issue under investigation 

(Guetterman, 2017). Mixed methods research was not an appropriate choice because this 

study did not need a mix of quantitative and qualitative methods. I examined the 

relationship between variables, which required the use of statistical analysis; the 

quantitative method is the most appropriate. 

Research Design 

Quantitative research design may be described as experimental, quasi-

experimental, or nonexperimental designs. An experimental design uses a controlled 

environment to isolate the identified phenomena where one group receives an 

intervention while the other group will not receive an invention (Ghosh & Jacobson, 

2016). Quasi-experimental designs use intervention to measure outcomes pre and post-

intervention implementation (Alami, 2015). The nonexperimental design observes a 

phenomenon without any control, intervention or manipulation to identify if and to what 

extent a relationship exists between variables (Kusumawardhani, Gundersen, & Tore, 

2017). 

A quantitative correlational design is chosen for this study because of the primary 

purpose, which is to examine the relationship between the identified independent 

variables and the use of open data. The quantitative correlational methodology is used to 

determine if there is a relationship between two or more variables within a population, 
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and to what extent if there exists a relationship (Apuke, 2017). I used a nonexperimental 

cross-sectional correlational analysis design because of the key objective of the study to 

examine the relationship between U.S. federal departments’ open data users’ perception 

of the system quality, perception of information quality, perception of service quality and 

the intent to use open data. Correlational research is nonexperimental research where 

variables are measured and assessed to determine whether and to what extent a statistical 

relationship exists between them (Rutberg & Bouikidis, 2018). 

This correlational research design did not involve the manipulation of any 

variable either due to ethical reasons or the inability to manipulate the 

variables. Correlational research could be conducted using naturalistic observation, 

survey method, or archival research. The naturalistic observation is carried out in the 

natural environment by observing the participants without interference or manipulation 

by the researcher (Sussman et al., 2016). In a survey method, selected participants may 

complete a test or questionnaire at their own time and in their environment (Szabó, 2015), 

while archival research involves using secondary data to perform the analysis (Rhee, 

2015). An existing 5-point Likert scale survey (Awang, Afthanorhan, & Mamat, 2016) 

was used for collecting the data. The accuracy of measurement, testing of hypothesis, and 

establishment of correlations and associations are the strengths of quantitative research 

(Ngulube, 2015). I used the survey method because the naturalistic observation was not 

feasible or practical and archival was not appropriate because I was interested in what 

happens now and not what happened in the past.  
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An experimental design is used for predicting an outcome by introducing a 

change to preconditions to find the relationship among the variables, including the 

contribution of each variable to the outcome of the research (Wang, Sun, Liu, Fu, & Pan, 

2017). Participants in experimental designs are assigned to different conditions, and the 

result is observed and examined for causal relationships (Phan & Ngu, 2017). The 

experimental design randomly assigns and manipulates variables to understand the causal 

relationship between the variables (Stichler, 2016). In an experimental design, a variable 

may be manipulated in different ways to determine the effect of each control on the 

variable. Experimental design is not considered an appropriate choice because the study 

does not require randomized manipulation of the variables. 

The quasi-experimental design uses a nonrandomized approach to assign and 

manipulate variables (Waddington et al., 2017). Quasi-experimental research designs are 

applied to situations where a random assignment of conditions is impossible or unethical 

(Ewusie et al., 2017). The core basis of quasi-experimental design is in the use of one 

group with a pretest and posttest implementation (Krass, 2016). Quasi-experiments are 

not known to distort the natural context because it is typically observation (Bärnighausen, 

John-Arne Røttingen, Rockers, Shemilt, & Tugwell, 2017). Nonrandomized approach to 

manipulation of variables was not considered for this study because the approach 

contradicts the objective of the study, which was to examine the relationship between the 

variables. Experimental and quasi-experimental designs were not appropriate for this 

study because this study examined the relationship between variables. 
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Population and Sampling 

Open data is accessible by a variety of stakeholders (Styrin, Luna-Reyes, & 

Harrison, 2017), including but not limited to policymakers, commercial users, civic 

advocacy groups, technology providers, journalists, and IT professionals (Gonzalez-

Zapata & Heeks, 2015). Open data is still at a nascent stage and users are not yet easily 

identified. A nonprobability sampling method, known as purposive sampling, was used 

for this study. Nonprobability sampling technique is used to select participants based on a 

subjective judgment instead of a random selection (Valerio et al., 2016). In situations 

where the population size is not known, where it is not practical to draw random 

sampling, the population is not easy to reach, time and cost considerations are of 

paramount imperative, the nonprobability sampling technique is considered the most 

appropriate. There are different types of nonprobability sampling which include 

convenience, consecutive, quota, purposive and snowball sampling (Setia, 2016).  

In the convenience sampling method, the samples are selected based on 

convenience, availability, and ease of access (Kaushik & Baliyan, 2017). Consecutive 

sampling uses the same concept as convenience sampling, but the difference is that all the 

samples are not selected at the same time. A group is selected and analyzed; then, another 

group is subsequently selected and analyzed. In quota sampling, the population is divided 

into strata or groups (Robinson, 2014). Purposive sampling involves selecting the sample 

based on the researcher’s perception of best fit concerning known attributes of the 

population (Reis, Amorim, & Melão, 2018). The snowball sampling is used where the 
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sample is hard to locate, and referrals from an existing participant are used to locate 

additional ones (Ngwakongnwi, 2017).  

The purposive sampling was chosen for this study because it can enable the 

researcher to select the sample that possesses the traits or characteristics of the target 

population (see van Rijnsoever, 2017). Selecting a sample with the core characteristics of 

the population will help to ensure that only those that can contribute to the study are 

included (Hamid, 2016). Purposive sampling is cost effective and works well when there 

is a time and resources constraint. The disadvantage of purposive sampling is that it is 

vulnerable to a judgmental error by the researcher. Another aspect of the weakness of 

purposive sampling is that it has the potential to be biased and the sample may not 

represent the population. The identified weakness of purposive sampling has been 

mitigated by an in-depth review of the characteristics of the population and the 

continuous update of the knowledge held about the population. 

Sample Size  

The sample size has the potential to influence the precision of the estimate and the 

potential for generalization of the research outcome (Nelson, Wooditch, & Dario, 2015). 

The use of the appropriate sample size can influence the confidence level, the margin of 

error. This study used two approaches to estimate the sample size. The equation sample 

size (Green, 1991) which is 50 + 8 (m), where (m) is the number of independent 

variables. In this case it is 50 + 8(4) = 82 participants. The second estimation method is 

the G*Power to conduct F-test for linear multiple regression analysis. The calculation is 

the apriori estimation using the error probability, the power, and numbers of predictors.  
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Medium effect size: f=0.15 

Error probability: α=0.05 

Table 1 

Sample Estimation with G*Power  

 Power Number of participants 
1 0.85 87 
2 0.95 119 
3 0.99 161 
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Figure 2. G*Power Analysis to Compute the Required Sample Size 
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Figure 3. Power as a Function of Sample Size 

The lower range of the apriori analysis is below the Walden University 

requirement of a minimum of 115 participants. The power of the analysis is increased to 

0.95, which gave an estimated sample size of 119. Though using a sampling estimate 

may not always be accurate, it is assumed that a larger sample may minimize variation 

and increase accuracy (Dobson, Woller-Skar, & Green, 2017). The estimated sample of 

119 will meet the minimum number of size of participants as required by Walden 
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University. It is good practice for researchers to do a priori estimate of sample size (Das, 

Mitra, & Mandal, 2016) to enable the use of an adequate sample size because a small 

sample size may not be suitable for answering the research question. The G* Power (Das 

et al., 2016) statistical analysis package with version number 3.1.9.2 is used to determine 

the appropriate sample size. 

Ethical Research 

Research ethics are the pillars that hold and protect standards for conducting 

research. Researchers are expected to adhere to stated principles for the conduct of 

research to protect the dignity, rights, and welfare of research participants (Gelling, 

2016). Adhering to research ethics and standards enables public trust in a research 

outcome. The research ethics can be categorized as informed consent, beneficence – do 

not harm, respect for anonymity and confidentiality, and respect for privacy. Informed 

consent describes the documentation of what research participants should know about the 

research and how it may affect the participant (Roberts & Allen, 2015). Research 

participants have the right and freedom to decide what should be allowed and what 

should not be allowed during their involvement with the research. The researcher must 

get the participants to consent before enrolling the participant in the research (Kaye et al., 

2015). 

Beneficence refers to the duty of care to which the researcher owes the 

participant, and the researcher must ensure the welfare of the participants (Pandya-Wood, 

Barron, & Elliott, 2017). Confidentiality is required for protecting the research 

participant’s personally identifying information (Resnik, Miller, Kwok, Engel, & Sandler, 
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2015). In maintaining the anonymity of the participant, certain strategies like the use of 

codes instead of names, encryption of the data and securing the data are required. Respect 

for privacy is a fundamental right of every individual. Research participants' identity and 

privacy need to be protected by the researcher. As part of my preparation to undertake 

this study, I completed a National Institutes of Health (NIH) web-based training course 

on Protecting Human Research Participants and was issued certificate number 2434587, 

which is included in Appendix F. I filled an application to the Walden University IRB 

and received an approval. Walden University’s approval number for this study is 06-20-

19-0658386. 

This study aims to ensure that ethical standards are maintained. The participants 

are informed, and their consent obtained before enrollment to allow them to make an 

informed decision on participation. The online survey is used for data collection, and the 

form is designed in a way that the participant can be able to opt-out of completing the 

survey at any time. As part of ethical consideration, no monetary incentive will be offered 

to participants. All the necessary care is taken to ensure the safety, anonymity, and 

privacy of participants. Personally identifiable information is not be collected in the 

survey to protect participant privacy. Encryption of data using a secured server layer 

(SSL) protocol that can enable encryption for transmitting sensitive information through 

a web page (Breeding, 2016) is used to ensure the safety of the collected data. In 

compliance with the Walden University IRB, the data collected from the survey has been 

encrypted and will be stored for five years before destroying it. 
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Data Collection 

Instruments 

The source of data for the study comes from the survey instrument. A survey 

refers to the method of gathering data for use in analysis to be able to answer the research 

question (Corsi, Perkins, & Subramanian, 2017). Surveys have been extensively used in 

the investigation of relationships between variables. Survey research uses standardized 

information to collect data on the opinions of a group of people about the characteristics 

of the phenomena under study (Awang et al., 2016). The survey research is conducted 

using a sample of the identified population, but the outcome will be used to generalize the 

population. The sample is from present and past users of open data. Survey research is 

chosen for its usefulness in determining the values and relations of variables and 

constructs (Alam, Khusro, Rauf, & Zaman, 2014). 

Description of the Instrument 

The data for the survey is collected using a survey instrument designed to have 

close-ended questions based on the extant literature. The questions in the table in 

Appendix C were adapted from an instrument developed by Suryanto, Setyohadi, & 

Faroqi, 2016, in Appendix A, which was used to validate the information system success 

model (DeLone & McLean, 2003). The instrument is reworded slightly to suit the 

purpose of this study. Suryanto et al., 2016 adapted the instrument from the work of Li et 

al. (2012) in Appendix B. The permission to use the instrument of Li et al., 2012 is in 

Appendix D. The permission to use the instrument in Appendix A is in Appendix E.  
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The survey instrument in Appendix C is designed to measure four constructs 

within the information system success model, which are the system quality, information 

quality, service quality, and the intent to use. The survey questions used an ordinal scale 

of measurement with a five-point Likert scale (Awang et al., 2016) ranging from 1- 

strongly disagree to 5 – strongly agree. Participants were able to access the survey 

through an online web page. The survey period was slated for an initial period of 30 days 

to make room for maximum possible participation. After the initial 30 days, the minimum 

number of participants, which is 119 participants, was not attained and was extended for 

extended to another 30 days until the required numbers of responses are received. The 

Likert scale data is analyzed with SPSS using a mixture of descriptive and inferential 

statistics. 

Data Collection Technique 

Survey instruments have been used to collect data on almost any subject and have 

been known to facilitate surveys (Cardamone, Eboli, & Mazzulla, 2014). The use of 

questionnaires to collect survey information is affordable and can enable a wider reach to 

the target audience (Roberts & Allen, 2015). Online questionnaires come at a much lower 

cost because printing and postage cost is removed. The ease of using online 

questionnaires includes that the link can be emailed, placed on a website, or a link can be 

used to distribute it using short messaging service (SMS) to send it to smartphones 

(Lesser, Yang, Newton, & Sifneos, 2016). Online questionnaires are inexpensive, 

flexible, can transcend geographical boundaries, and enable research participants to 

maintain their anonymity (Mueller, Straatmann, Hattrup, & Jochum, 2014).  
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As part of researcher responsibility, the instrument for this study is designed to 

protect the privacy of the participants. Analysis of the results of online surveys tends to 

be easier because the data is already machine-readable. Closed-ended questions 

(Fernandez, Husser, & Macdonald, 2016) is used for the survey. The weakness of the use 

of a questionnaire as a survey instrument can be described as no response, partial 

response or false response (Wouters, Maesschalck, Peeters, & Roosen, 2014). In some 

cases, the participants may not understand the questions or may not be willing to provide 

an accurate response. Loomis and Paterson (2018) stated that declining response rates 

and survey fatigue might affect online survey outcomes. In other to mitigate the identified 

weakness of online surveys, the questions were designed to be easy and can be answered 

in a very short time. This study did not conduct a pilot test. 

The data for this study is collected within six weeks of the approval of the Walden 

University IRB (approval number 06-20-19-0658386). The survey form was designed 

using one of the survey templates provided by Survey Monkey. I posted and shared the 

link in various online social communities and forums, including Facebook, Reddit, 

LinkedIn, and Twitter. The survey was designed for anonymity, and that made it 

impossible for me to know who participated. All I could do was to maintained presence 

according to the rules of the community, while monitoring responses from participants. 

The initial lifespan of the survey was one month, but it was expanded to six weeks to 

enable the acquisition of the minimum participants of 119. As soon as I received the 

minimum number of participants, I communicated my intention to end the data collection 

to the Walden University IRB. The response from the Walden University IRB came on 
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the second day, and I ended the data collection with a response from 122 participants. 

The survey becomes officially closed after I received a response from the Walden 

University IRB. 

Data Analysis Technique 

The purpose of this research study is to answer a research question about the 

relationship between the US federal departments’ open data users’ perception of the 

systems quality, perception of information quality, perception of service quality, and the 

intent to use open data. The independent variables are the information quality, system 

quality, and service quality while the dependent variable is the intent to use. The 

hypotheses tested are: 

H₀: There is no relationship between the user’s perception of the system quality, 

perception of information quality, perception of service quality, and the intent to use open 

data from US federal departments. 

H₁: There is a relationship between the user’s perception of the system quality, 

perception of information quality, perception of service quality, and the intent to use open 

data from US federal departments. 

The statistical analysis used for this study is the multiple regression analysis. 

Multiple regression analysis is used to examine the relationship between multiple 

independent variables, enables the correction of effects that predictor variables have on 

one another, and reduces the chance to erroneously find a significant result (De Groot, 

Sijens, Reijngoud, Paans, & Van Spronsen, 2015). Analysis of multiple regression 

assumes certain conditions that are necessary for making a good analysis. The 
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assumptions of multiple regression include linearity, normality, homoscedasticity, and 

multicollinearity (Khundaqji et al., 2018). The linearity assumes a linear relationship 

between the dependent variable and each independent variable. In linearity assumption, a 

linear relationship is also expected to exist between each independent variable and other 

independent variables. The homoscedasticity assumption is that the variance around the 

regression line is the same as that of the independent variables. Multicollinearity is that 

no two or more independent variables are highly correlated with each other. The 

normality assumption is that residual errors are approximately normally distributed. All 

the assumptions may not always be met. It is good practice for the researcher to run 

statistical tests to check that the assumptions are met. Violating the assumptions may 

result in having biased, inconsistent estimators and inefficient ordinary least squares 

(Anja & Albers, 2017). 

Other alternatives that could have been chosen for this study are hierarchical 

regression, stepwise regression, or logical regression. The hierarchical regression 

employs the process of adding or removing predictor variables from the regression model 

in steps or hierarchies (Winters & Rudolph, 2014). Hierarchical regression is best suited 

for nested data and enables the researcher to add or remove variables in multiple steps. 

This study is not designed to have nested data, and hierarchical regression is not 

considered suitable for this study because the objective of this study is not to evaluate the 

influence or control of each independent variable on the other independent variables.  

The stepwise regression enables the identification of the most influential 

independent variable in the prediction of the outcome and then removing the weakest 
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correlated variable at each step (Morozova, Levina, Uuskula, & Heimer, 2015; Rathod & 

Mishra, 2017). A known problem associated with the use of stepwise regression is that an 

independent variable with good potential may be rejected as not being statistically 

significant (Smith, 2018). The stepwise regression is not considered suitable to this study 

because the objective is to examine the relationship between the independent variables 

and the dependent variable, and not to find the most influential independent value in 

predicting the outcome of the study. The logistic regression is used for analyzing a 

dataset with one or more independent variables that determine an outcome and can 

predict the probability of an outcome that can only have two values (Budimir, Atkinson, 

& Lewis, 2015). Logistic regression is not considered suitable for this study because the 

objective of this study is not to find the best fitting outcome between dichotomous 

variables.  

Testing for Normality 

Analysis of the data is performed using the IBM SPSS Statistics software. Data 

quality may have a profound influence on the result of the analysis. SPSS has been 

considered useful for analysis in multiple regression studies (Fitriyah & Nagara, 2017; 

Kuntiyawichai, Dau, & Inthavong, 2017). The first action on the collected data is to 

screen the data to ensure that it is clean, usable, reliable, consistent, and meets the 

conditions for multiple regression analysis. Descriptive statistics are used to summarize, 

organize and describe the data to make it easy to understand the data. Measures of central 

tendency, measures of variability or measures of frequency are used to describe data 

(Mălinaș, Oroian, Odagiu, & Safirescu, 2017). This study used measures of variability to 
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describe the data. Box plot and scatterplot is generated using the SPSS data description to 

provide a graphical presentation of the data and to provide the opportunity to screen the 

data for outliers. 

The data is tested for normality to ensure that the normality assumption for 

multiple regression analysis is met. Testing for normality can be graphical or numerical. 

The graphical tests include Q-Q probability plots and Cumulative frequency (P-P) plots. 

The statistical test includes Kolmogorov-Smirnov (K-S) test, Lilliefors corrected K-S 

test, Shapiro-Wilk test, Anderson-Darling test, Cramer-von Mises test, D’Agostino 

skewness test, Anscombe-Glynn kurtosis test, D’Agostino-Pearson omnibus test, and the 

Jarque-Bera (Ahmad & Khan, 2015). Using the graphical test will require a good 

judgment by the researcher, which may leave room for different interpretations, but the 

numerical test may lead to more objective judgement and can be replicated (Mishra et al., 

2019). This study used the Kolmogorov-Smirnov (K-S) test and the Shapiro-Wilk test to 

compare the best result for normality.  

Pearson Correlation Test 

 The result of the test for normality indicates the progress of the analysis. If the 

assumptions of normality are met without any bias, Pearson's Product-Moment 

Correlation test will be used to analyze the data further. The Pearson product-moment 

correlation coefficient measures the strength and direction of association that exists 

between two continuous variables (Hazra & Gogtay, 2016). The variables must be 

measured on at least an interval scale. Where the assumptions of normality are not met, 

and there are outliers, Kendall's tau-b correlation coefficient test will be used for further 
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analysis of the data (Unal, Temizel, & Eren, 2017). The Kendall's tau-b is a 

nonparametric measure that is used to test the strength and direction of association that 

exists between two variables. Variables in Kendall’s tau-b test must be measured on at 

least an ordinal scale. After conducting the various tests for the assumption of multiple 

regression analysis, it was confirmed that the data meets the requirement for Pearson's 

Product-Moment Correlation test. 

Reliability and Validity 

The factors of reliability and validity are two important factors for assessing 

research studies. The reliability refers to the accuracy of the measuring instrument, and 

validity refers to the extent to which a measure is accurately measured (Hagan, 2014). An 

instrument is said to meet the quality of reliability when it is reasonably expected to yield 

the same results if reproduced under a similar methodology and can maintain stability 

when measured over time. The validity of an instrument also tests if the instrument 

performs as it is designed to perform and may to increase transparency in research 

(Shekhar Singh, 2014) because of the ability to enable enhancing the accuracy of research 

instrument assessment and evaluation. The validity of the instrument is used to evaluate 

the tools used in the study and may form evidence of the rigor and quality of the research 

(Hayashi, Abib, & Hoppen, 2019). 

Reliability 

The reliability of a quantitative study can be measured using test-retest, internal 

consistency, and scorer reliability (Hagan, 2014). Researchers select instruments on the 

assumptions+ that the instrument score is dependable, consistent, and has the likelihood 



79 

 

to be suitable for generalization. Cronbach’s alpha can be used to measure internal 

consistency (Janzen, Nguyen, Stobbe, & Araujo, 2015). The use of Cronbach’s alpha 

provides a way to measure if a score is reliable and can produce a number from 0 to 1, 

but the general rule of thumb is that alpha of 0.70 and above is good while alpha of 0.80 

and above is better, but 0.90 and above is the best (Islam, Selim, & Dzuljastri, 2015). The 

survey instrument adapted for this study, originally developed by Suryanto et al. (2016), 

has component reliability between 0.89 ~ 0.90. This study used Cronbach’s Alpha to test 

the reliability of the survey instrument. 

Validity 

Validity provides answers to questions like how the outcome measured the 

intended (Hayashi et al., 2019). The validity of a study can be assessed from the content, 

conclusion, constructs, criterion, internal and external validity, respectively (Bolarinwa, 

2015). Content validity verifies if the instrument covers the relevant domain related to the 

variables. Construct validity is used to measure if the inferences drawn from the study 

relates to the concept under study. Construct validity can be measured by checking if the 

instrument is homogenous, capable of convergence, and has theoretical evidence. 

Construct validity can be assessed using composite scores and inter-correlations (Eiras, 

Escoval, Isabel, & Silva-Fortes, 2014). Criterion validity measures the extent to which 

the different instruments measure the same variable and can be measured by the 

convergence, divergent and predictive (Bolarinwa, 2015). Conclusion validity verifies if 

there is there a relationship between the objective of the study and the observed outcome. 

Internal validity verifies the relationship between the objective and the outcome. External 
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validity refers to the ability to generalize the outcome of the study to other settings or 

populations (Wong & Cooper, 2016).  

Threats to Internal Validity 

The potential threats to the validity of a study can affect the outcome of the study. 

The threats to internal validity include the extent to which the effects of the study are 

related to the study (Whaley, 2018). The factors affecting internal validity are selection, 

maturation, instrumentation, statistical regression, and mortality. Internal validity threat 

can be mitigated by using appropriate design, sampling techniques, and knowledge about 

the population characteristics (Nascimento, 2018). This study chose the purposive 

sampling that will enable the selection of the sample based on the researcher’s knowledge 

about the population (Reis et al., 2018).  

To mitigate the threat of internal validity, the researcher will continue to monitor 

and upgrade knowledge about the characteristics of the population (van Rijnsoever, 2017) 

through the entire study. This study used two approaches, which are the equation sample 

size (Green, 1991) and the G*Power statistical analysis to estimate the sample size and to 

mitigate the threat of statistical regression. A validated survey instrument that has been 

used in previous research studies is- used in this study to mitigate the threat of 

instrumentation.  

Threats to External Validity 

External validity refers to the generalizability of the conclusions of a study to a 

wider population, across populations, treatments, contexts, and time (Nascimento, 2018). 

Considering that most quantitative research uses a sample from a wider population, it is 
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imperative that the result of the study can be used to generalize to the population, 

including across the population for contexts and time (Belland, Walker, Megan, & Leary, 

2015). The level of external validity in quantitative research design is affected by the 

research design and the potential threats to external validity. Drawing the population 

from an available population instead of drawing from the target population poses a risk of 

generalization (Hales, 2016). This study used purposive sampling to enable the selection 

of the sample from the target population. Accurate knowledge and description of the 

target population (Highsmith et al., 2016) and means of accessing the population enabled 

drawing from the target population. 

The threat of ecological validity, which relates to the generalization of the results 

across contexts, settings, and conditions may pose a risk of replicability where the 

research is not adequately described. This study is designed to enable the generalization 

of the outcome to other contexts and time by using an easy to understand documentation 

that can facilitate replication and mitigate the threat of external validity. Steps to increase 

a high degree of internal validity may pose a restriction to the generalization of the study, 

and a trade-off between internal validity and external validity may be necessary for some 

situations (Stuart, Bradshaw, & Leaf, 2015). 

Threat to Construct Validity 

The relationship of the concept under study and inferences drawn from a study 

can be measured using construct validity. Construct validity can be measured by 

checking if the instrument is homogenous, capable of convergence, and has theoretical 

evidence. Construct validity can be assessed using composite scores and inter-
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correlations (Eiras et al., 2014). The representativeness of variables can be used to infer 

using construct validity. Construct validity has a convergent and a divergent component 

where the convergence measures the consistency in assessment, and the divergence 

distinguishes between related but conceptually different concepts. How the assessment is 

conducted will affect the accuracy of the result of the study. Construct validity enables 

the assessment to determine if a construct can assess what it claims to assess (Whelan & 

DuVernet, 2015). Other threats to construct validity may be described as an unclear 

construct and construct irrelevance where unclear construct refers to constructs that 

feature a question that may be subject to multiple interpretations and construct 

irrelevance when the construct measures what is not intended to measure (Ford & 

Scandura, 2018). This study will mitigate the risk of construct validity by ensuring that 

the wording of the survey instrument describes exactly what it tends to measure without 

introducing any form of ambiguity. 

Threat to Statistical Conclusion Validity 

Conclusion validity, which is also referred to as statistical conclusion validity is 

the degree to which conclusions about relationships in data are reasonable (Martins, 

Garcia, & Marçal, 2017). Conclusion validity verifies if there is a relationship between 

the objective of the study and the observed outcome. Common threats to conclusion 

validity can be caused by low reliability of measures, statistical power and violated 

assumptions of statistical tests. Low reliability of measure could mean that the instrument 

is weak and is not able to collect enough information that can be used to conclude 

relationships (Nascimento, 2018). Statistical power refers to a potential threat to 
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conclusion validity where there is an error in the conclusion about a relationship. The 

errors are concluding that there is no relationship when there is a relationship or 

concluding that there is a relationship when no relationship exists (Malhotra & Khanna, 

2016). A violation of the assumptions is a threat conclusion validity and may result in 

wrong conclusions about relationships. The analysis is usually based on some 

assumptions about the data, and the assumption guides the procedure and processes for 

analyzing the data.  

This study used measures that will mitigate the risk of conclusion validity by 

selecting an instrument that has the power to enable the collection of data that can be 

used to make a valid conclusion about any relationship in the data. Multiple regression 

analysis is used to analyze the data, and the assumptions of multiple regression include 

linearity, normality, homoscedasticity, and multicollinearity. Relevant statistical test for 

each of the assumptions is carried out to ensure that the conditions for each assumption 

are met. Any deviation from the assumptions is tested with an alternative statistical test to 

ensure the mitigation of assumption violation threat to conclusion validity. 

Transition and Summary 

This section started with a reinstatement of the purpose statement, which is to 

examine the relationship between the U.S. federal departments’ open data users’ 

perception of the system quality, perception of information quality, perception of service 

quality, and the intent to use open data. Other areas addressed in this section are the role 

of the researcher, description of the participants, the research method and research 

design, ethical research, instrumentation, population and sampling, data collection, and 
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data analysis techniques. The research validity and reliability were also discussed, 

including the strategies that I used to mitigate the threats to internal and external validity. 

Some of the highlights of this section include a description of how my professional 

experience contributed to the choice of research design and method. The population and 

the sampling method justified how the sample size is selected to mitigate the threat to 

validity. The data analysis technique was identified as the multiple regression analysis 

and the justification for choosing it above the other forms of statistical analysis that are 

used to examine the relationship between multiple independent variables. The instrument 

used for collecting data is identified and discussed with a sample of the instrument 

included in the appendix section.  

The next section will present the findings and the general overview of the data 

analysis and the collected surveys. Others are the potential application of the findings to 

professional practice, the way it may impact the society, and a recommendation for action 

and further study. 
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Section 3: Application to Professional Practice and Implications for Change 

This section presents an overview of the study and a summary of the research 

findings. A quantitative method with the correlational design is used to examine the 

relationship between the U.S. federal departments’ open data users’ perception of the 

system quality, perception of information quality, perception of service quality, and the 

intent to use open data. I used an online survey to collect data, and the results of the 

analysis are presented in this section. Other contents of this section include the impact of 

the research findings on the IT practice and the society, recommendation for action, 

recommendation for further study, reflections and summary. The section is concluded 

with the summary and conclusions of the study. 

Overview of Study 

The purpose of this quantitative correlational study is to examine if there is a 

relationship between the U.S. federal departments’ open data users’ perception of the 

system quality, perception of information quality, perception of service quality, and the 

intent to use open data. 

The G*Power apriori estimation method for conducting F test for linear multiple 

regression analysis is used with medium effect size: f=0.15 and power of α=0.05, which 

gave an estimated minimum sample size of 119 with error probability: α=0.05. I collected 

a total of 122 responses from individuals that have used the U.S. open government data at 

data.gov or census.gov, out of which 103 were fully completed. The survey was designed 

to be anonymous and did not collect demographic and personally identifiable 

information. The survey was designed with 17 questions and are answered on a 5-point 
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Likert scale, where 1 means strongly disagree and 5 signifies strongly agree. As soon as I 

received the minimum number of responses from 119 participants, I contacted the 

Walden University IRB to signify my intention to end the data collection. By the time the 

IRB responded, 122 responses were recorded. 

The sample size of the standard multiple linear regression was statistically 

significant to predict the intent to use the U.S. open government data F(3,99) = 6479.916, 

p <0.01 and accounted for 99% of the variance in the intent to use the U.S. open 

government data (R²= .995), adjusted R²= .995. The interdependent nature of information 

quality, system quality, and service quality may have contributed to the value of the R². 

The overall Cronbach’s alpha for this study is α=.99. The value of the Cronbach’s alpha 

could be attributed to the fact that users of open data are not necessarily technical 

oriented, and were not able to distinguish the differences between the meanings of the 

variables. Hence, I rejected the null hypothesis that there is no relationship between the 

user’s perception of the system quality, perception of information quality, perception of 

service quality, and the intent to use open data from U.S. federal departments. The result 

of this study confirmed that there is a relationship between the user’s perception of the 

system quality, perception of information quality, perception of service quality and the 

intent to use open data from U.S. federal departments. 

Presentation of the Findings 

This part of the study will examine the reliability of the constructs and test the 

various assumptions for multiple regression analysis. The statistical results emerging 
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from the data analysis will be presented and analyzed. This section will close with the 

analysis and summary of the findings. 

Reliability Analysis 

Reliability analysis is used to ensure that a scale can produce results that can 

perform consistently over time (Hayashi et al., 2019) and study the properties of 

measurement scales, including the items that constitute the scales. Using a reliability 

analysis, the items and properties of the measurement scale are estimated, and the result 

provides information about the relationships between items in the scale. Cronbach’s 

alpha, which measures internal consistency, is a measure of scale reliability. As one of 

the most commonly used measure of reliability (Cho, & Kim, 2015), Cronbach's Alpha is 

most commonly used with Likert questions in a survey to determine the reliability of the 

survey scale. The formula for Cronbach’s alpha is:  

 

Where 

N - equal to the number of items,  

C - the average inter-item covariance among the items and  

υ - equals the average variance. 

 A reliability coefficient of α=.70 or higher is considered acceptable (Ravan, 

Ahmad, Chabria, Gadhari, & Sankhla, 2015). The overall Cronbach’s alpha for this study 

is α=.99 (Table 2). The high value of Cronbach’s alpha could be attributed to the fact that 
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users of open data are not necessarily technical oriented, and were not able to distinguish 

the differences between the questions of the variables. 

The mean in the item statistics can be seen to follow the same pattern. The 

interitem correlation matrix depicts how each item correlates with each other. The total 

correlation is an indication of how well the questions in the survey are correlated with the 

overall survey score (Yildirim & Correia, 2015). Item-total correlation with a score that is 

less than 0.30 indicates that an item may not belong to the group (Zencir, Zencir, & 

Khorshid, 2019). In this study, the values of information quality (.98), system quality 

(.98), service quality (.97), and intent to use (.96) is an indication that all the items 

correlated well together. The survey consists of 17 items answered on a 5-point Likert 

scale with four items in the information quality dimension, four items in system quality 

dimension, five items in service quality dimension, and four items in intent to use 

dimension. In this study, Cronbach's alpha for each dimension was the following: 

Information Quality (α=.99), System Quality (α=.99), Service Quality (α=.99), and Intent 

to Use (α=.99) as evidenced in Table 2. 

Table 2 

Reliability Analysis 
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Factor Analysis 

Factor analysis evaluates the construct validity of a scale and is useful for 

examining the structure or relationship between variables (Besnoy, Dantzler, Besnoy, & 

Byrne, 2016). Factor analysis assumes that there are sets of underlying variables called 

factors, which are usually smaller than the observed variables and cannot be observed 

directly except by exploring the interrelationship among variables (Nadine et al., 2015). 

Factor analysis is a combination of statistical techniques aiming at reducing or 

simplifying the data, using a correlation or covariance matrix (Koyuncu & Kılıç, 2019). 

Factor analysis can be performed using the concept of factor extraction or factor rotation 

where factor extraction is used to decide the type of model and the number of factors to 

extract while the factor rotation is used to achieve a simple structure for improving 

interpretability. This study used factor extraction with KMO and Bartlett’s test to 

understand the underlying structure in the data. Table 3 indicates the proportion of 

variance in the variables, which may likely be caused by underlying factors. KMO and 

Bartlett's test value, as indicated in Table 3, where the KMO=0.82 and (sig) or p=0.000, 

is an indication that factor analysis is suitable for analyzing the data.  
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Table 3  

KMO and Bartlett's Test  

  

 

The total variance is an indication of the number of factors based on the 

eigenvalues. In Table 4, the number of factors describes the variability of all the variables 

with an eigenvalue of less than 1. Eigen values less than 1 is not used for calculating the 

numbers of factors formed. Only one factor component at 3.989 is formed.  

Table 4 

Total Variance Explained  

A correlation coefficient is statistically significant, with a p < 0.05. The 

correlation matrix in table Appendix G displays the relationship between all the variables. 
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Relationships between the predictor variables and the outcome variable were all positives 

correlated, and all the relationships were significantly correlated (p < 0.01).  

Assumptions of Multiple Regression Analysis 

Methodologies have a profound influence on the quality of the results from data 

analysis. The data collected for this study were inspected, cleaned, and prepared for 

reliability, consistency, and tested for conditions of the assumptions of multiple 

regression analysis. The assumptions, as indicated in section two, are the assumptions of 

normality, linearity, multicollinearity, and homoscedasticity.  

Testing for Normality 

Assessment of normality of data is required for statistical tests in parametric 

testing. Descriptive statistics are employed for the organization, description, and 

summarization of data. Testing for normality could be graphical or numerical (Badara & 

Saidin, 2014). The statistical test helps to make an easier objective judgment, but it may 

not be sensitive enough to lower sample size and large sample size. I used both the 

statistical and graphical approaches to test the data for normality. The test of normality 

Table 5 is shown using the Kolmogorov-Smirnov test and the Shapiro–Wilk test.  
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Table 5 

Test of Normality 

Tests of Normality 

 Kolmogorov-Smirnova Shapiro-Wilk 

Statistic df Sig. Statistic df Sig. 

InformationQuality .246 5 .200* .916 5 .507 

SystemQuality .323 5 .096 .809 5 .096 

ServiceQuality .229 5 .200* .914 5 .492 

IntentToUse .209 5 .200* .932 5 .611 

*. This is a lower bound of the true significance. 

a. Lilliefors Significance Correction 
 

Data is said to be normally distributed if the sig value of the Shapiro-Wilk test is 

greater than 0.05 and said to significantly deviate from normal distribution if the value is 

below 0.05 (Mishra et al., 2019). In this study, the Shapiro-Wilk test is above 0.05 for 

each of the variables at information quality=0.507, system quality=0.096, service 

quality=0.492, and intent to use=0.611.  

A logarithmic transformation (log10) that is commonly used to convert skewed 

data to a normal distribution (Changyong et al., 2014) is applied to the system quality 

variable that has the sig=.096 using. The transformation resulted in a better normalization 

of the system quality variable with sig=.121, as displayed in Table 6. The sig value of the 

Kilmorov-Smirnov test for this study is greater than 0.05, indicating that the data is 

normally distributed. 
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Table 6 

Test of Normality with Transformation 

Tests of Normality 

 

Kolmogorov-Smirnova Shapiro-Wilk 

Statistic df Sig. Statistic df Sig. 

IntentToUse .209   .200* .932 5 .611 

Log10 .313 5 .122 .822 5 .121 

InformationQuality .246 5 .200* .916 5 .507 

ServiceQuality .229 5 .200* .914 5 .492 

*. This is a lower bound of the true significance. 

a. Lilliefors Significance Correction 
 

The Normal Q-Q Plots (Appendix H) of information quality, service quality, system 

quality, and the intent to use are not strictly on the straight line, but they are not 

significantly far from the straight line and are therefore accepted as indicators of 

normality (Mishra et al., 2019).  

Linearity Assumption for Multiple Regression Analysis 

Linearity assumption relates to the relationships between predictor variables and 

dependent variables (Boldina & Beninger, 2016). The relationship is considered linear if 

most of the residuals should are scattered around zero points, including having a straight-

line relationship between the predictor and the dependent variable scores. Linearity 

assumption for multiple regression can be determined using a scatterplot. A scatterplot is 

useful for determining whether a relationship is linear and to detect outliers using a 

graphical representation of the items and their relationship with others (Al Anazi, 

Shamsudin, & Johari, 2016). Appendix H has scatterplots for each of the predictor 
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variables and the dependent variable implying linear relationships between the predictor 

variables and the dependent variable. The linearity assumption is met. 

Multicollinearity Assumption for Multiple Regression Analysis 

Multicollinearity assumes that the independent variables are not highly correlated 

with each other. Multicollinearity assumption can be checked using the correlation 

coefficients and variance inflation factor (VIF) values (Rahman & Siswowiyanto, 2018). 

VIF values greater than 10 are an indication of multicollinearity. In this study, the VIF 

values range from 18 to 37, which indicates a multicollinearity symptom (Table 7). 

Tolerance measures the influence of one predictor over the other predictors. Tolerance 

value less than .01 is considered a concerning issue. I dropped up to two variables, to 

improve the result, but the attempt did not yield a better result. A further drop of a 

variable may degrade the quality of data. The high VIFs do suggest the variables are 

correlated, which suggests that in the eyes of the participants, the independent variables 

seem to be the same variable. Therefore, the multicollinearity assumption is considered to 

have not been met.  
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Table 7 

Multicollinearity Analysis 

Coefficientsa 

 

Model 

Unstandardized 

Coefficients 

Standardized 

Coefficients 

t Sig. 

Collinearity 

Statistics 

B 

Std. 

Error Beta Tolerance VIF 

1 (Constant) -.909 1.737  -.524 .693   

InformationQu

ality 

.911 .361 1.065 2.520 .241 .028 35.509 

SystemQuality -.922 .347 -1.160 -

2.655 

.229 .026 37.962 

ServiceQuality 1.051 .295 1.072 3.561 .174 .055 18.027 

a. Dependent Variable: IntentToUse 

 
Testing for the Assumption of Homoscedasticity 

The assumption of homoscedasticity is that the variance around the regression line is the 

same for all values of the predictor variables (Ernst & Albers, 2017). One of the 

assumptions of regression is that the observations are independent. Homoscedasticity 

assumption assumes equal levels of variability between quantitative dependent variables 

across a range of independent variables (Parra-frutos, 2016). A scatter plot is a good 

option to check for homoscedasticity. If the homoscedasticity assumption is met, the 

pattern should have no clear pattern in the distribution (Belás & Gabcová, 2016). An 

absence of a regular pattern in the scatterplot of the standardized residuals (Figure 4) 
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indicates that the assumptions are met. 

 

Figure 4. Scatterplots 
 
Multiple Linear Regression Data Analysis 

 The multiple linear regression analysis is conducted with the data “as is” with no 

transformations or corrective actions. The data collected for this study are assessed to be 

normal though there was an insignificant violation that has no consequence on the 

accuracy of the analysis. Barker and Shaw (2015) stated that an insignificant violation 

may be permitted with a participant that is greater than 100. This study has a participant 

size of 122, out of which the 103 completed responses were used for the analysis.  

Inferential Results. This study used a standard multiple linear regression, α = 

.05 (two-tailed), to examine the relationship between the U.S. federal departments’ open 

data users’ perception of the system quality, perception of information quality, perception 
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of service quality and the intent to use open data. The independent variables were system 

quality, information quality, and service quality. The dependent variable is intent to use. 

The null hypothesis and alternative hypothesis were:  

H₀: There is no relationship between the user’s perception of the system quality, 

perception of information quality, perception of service quality, and the intent to use open 

data from U.S. federal departments. 

H₁: There is a relationship between the user’s perception of the system quality, 

perception of information quality, perception of service quality, and the intent to use open 

data from U.S. federal departments. 

This study used the standard multiple linear regression to test the data, and the 

model was statistically significant to predict the intent to use the U.S. open government 

data F(3,99) = 6479.916, p <0.01 and accounted for 99% of the variance in the intent to 

use the U.S. open government data (R²= .995), adjusted R²= .995 (Table 8). The 

interdependent nature of information quality, system quality, and service quality (DeLone 

& McLean, 2003) may have contributed to the high value of the R². Considering that 

there is no single definition of information system success (Alter, 2008; Petter, DeLone, 

& McLean, 2008); Urbach, Smolnik, & Riempp, 2009), respondents may have different 

interpretations of the definition of the variables. I rejected the null hypothesis that there is 

no relationship between the user’s perception of the system quality, perception of 

information quality, perception of service quality, and the intent to use open data from 

U.S. federal departments. Each of the independent variables with information quality=IQ 

(p <0.01), system quality=SE (p <0.01), service quality=SEQ (p <0.01) were statistically 
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significant predictors of the intent to use the US open government data. The positive 

slope for each of the predictor value (Appendix H) indicates that an increase in each 

predictor variable will lead to an increase in the intent to use the U.S. open government 

data. There is a statistically significant relationship between the U.S. federal departments’ 

open data users’ perception of the service quality and the intent to use open data. 
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Table 8 

Multiple Linear Regression 

Model Summaryb 

Model R R Square 

Adjusted R 

Square 

Std. Error of 

the Estimate 

Durbin-

Watson 

1 .997a .995 .995 .39348 1.149 

a. Predictors: (Constant), InformationQuality, SystemQuality, ServiceQuality 

b. Dependent Variable: IntentToUse 
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Analysis summary. The study examined if there is a relationship between the 

U.S. federal departments’ open data users’ perception of the system quality, perception of 

information quality, perception of service quality, and the intent to use open data. 

Multiple linear regression was used for further analysis after testing the data to confirm 

suitability for the assumptions of multiple regression. The linear regression model was 

statistically significant to predict the intent to use the U.S. open government data, F(3,99) 

= 6479.916, p <0.01. Each of the predictor variables had a statistically significant 

correlation with intent to use where information quality (r=.99, p < 0.01), system quality 

(r=.99, p < 0.01) and service quality (r=.99, p < 0.01). The linear regression model 

output has intent to use the U.S. open government data (p < 0.01) = perception of 

information quality (p < 0.01), perception of system quality (p < 0.01) and perception of 

service quality. The findings in this study rejected the null hypothesis showing that there 

is a relationship between the U.S. federal departments’ open data users’ perception of the 

system quality, perception of information quality, perception of service quality, and the 

intent to use open data. 

Theoretical Conversation on Findings 

This study makes some significant theoretical contributions to the literature on 

intent to use information system using the updated information system success model 

(DeLone & McLean, 2003) in the context of the U.S. open government data. The key 

constructs of the study are the information quality, system quality, service quality, and 

the intent to use. Findings from this study indicate that  each of the predictor variables 
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had a statistically significant correlation with intent to use, where information quality 

(r=.99, p < 0.01), system quality (r=.99, p < 0.01) and service quality (r=.99, p < 0.01), 

and lends support to the information system success model constructs on the intent to use 

an information system. There is a statistically significant correlation between the U.S. 

federal departments’ open data users’ perception of the system quality and the intent to 

use open data. There is a statistically significant correlation between the U.S. federal 

departments’ open data users’ perception of the information quality and the intent to use 

open data, and there is a statistically significant correlation between the U.S. federal 

departments’ open data users’ perception of the perception of service quality and the 

intent to use open data. The results for the validity using factor analysis KMO and 

Bartlett's Test (p<0.01) and reliability (Cronbach alpha value = 0.99) tests indicated that 

the information system success model was relevant to examine if there is a relationship 

between the U.S. federal departments’ open data users’ perception of the system quality, 

perception of information quality, perception of service quality and the intent to use open 

data. The validity and reliability results supported the arguments in Chen & Cheng, 

(2009); Ojo, 2017; Suryanto et al., (2016); Veeramootoo, Nunkoo, and Dwivedi (2018) 

that the information system success model is appropriate to measure the intent to use.  

Information Quality The relationship between information quality and intent to 

use has been validated in other studies (DeLone & McLean, 2003; Suryanto et al., 2016; 

Yang, Shao, Liu,  et al., 2017). This finding in this study supports the previous studies on 

statistically significant correlation between information quality and intent to use (r=.99, p 
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< 0.01). Some other studies (Veeramootoo et al., 2018; Wei, Tang, Kao, Tseng, & Wu, 

2017) did not find a significant relationship between the two constructs.  

System Quality Findings provided the support that system quality has a 

statistically significant correlation to intent to use (r=.99, p < 0.01). The result 

corroborates the classification of the relationship between system quality and higher 

usage continuance intention of online technologies (Petter & McLean, 2009). In the case 

of open data users, the technical capabilities and ease of use of the system are considered 

important because the primary motivation is to locate and download data successfully. 

This implies that, for open data publishers to encourage the intent to use the open data, 

the ease of use, availability of metadata, resources, and user guide must be given 

consideration. This finding is in line with the results of previous studies (Veeramootoo et 

al., 2018).  

Service Quality The service quality and intent to use indicated a statistically 

significant correlation (r=.99, p < 0.01), and is in line with the results in other studies 

(Petter & McLean, 2009; Wei et al., 2017). Open data users reside in different parts of the 

world with differences in languages, social values, and regulations. It is not surprising 

that the responsiveness of the system, easy to learn, assurance, and security are 

considered essential. 

Applications to Professional Practice 

The increase in the generation of data from every human activity has led to the 

emergence of new economic activities in data-related businesses and governance (Zeleti 

& Ojo, 2017). Success in a data dominated world will depend on understanding user 
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perception and intention to use data from a data provider. The findings in this study 

confirmed that there is a relationship between information quality, system quality, service 

quality, and intent to use where information quality (r=.99, p < 0.01), system quality 

(r=.99, p < 0.01) and service quality (r=.99, p < 0.01). The results indicated individually 

statistically strong correlations between the system quality, service quality, information 

quality, and intent to use. Information systems usage relies on efficiency and 

effectiveness for purpose and can only be useful for purpose if there is an intent to use 

and reuse. 

 The intent to use open data is expected to contribute to the long-term success of 

organizations. This study has provided an understanding of the perception of open data 

users on information quality, system quality, service quality, and intent to use open data. 

Results from the research can be useful for current and potential open data providers who 

can use the findings to improve and promote the usage of open data. The knowledge that 

there is a strong correlation between information quality, system quality, service quality, 

and intent to use will motivate emphasis on those factors during system analysis and 

design. The need to analyze user specifications to improve the technical infrastructure 

and service capacity of the open data information systems is recommended.  

The basic assumption of the provision of open data is that of a strong association 

with the societal transformation (Baack, 2015). The transformational impact is expected 

from the effective exploration of open data. Robust information system infrastructures 

need to be provided to support open data usage (Zuiderwijk, Janssen, & Dwivedi, 2015a) 

with processes such as the discovery, processing, and visualization of data (Zuiderwijk, 
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Janssen, & Susha, 2016). The diverse nature of open data requires implementing diversity 

in the design of information systems.  

The open data standards, as defined in the principles of open license, open access, 

and an open format (Valdivia & Navarrete, 2016) is crucial to the objective of open data 

and can make  

application development an easier task (Bischof et al., 2018). The design of open 

data information systems with open data standards has a direct influence on the intention 

to use OGD (Vostrovský et al., 2015). The era of social data sharing necessitates 

interactions among open data stakeholders (Styrin et al., 2017) and IT professionals, 

which can support the gathering of requirements in systems design. 

Implications for Social Change 

Open government data enable governments and other open data providers to 

provide better quality services that intelligently reflect the diversity of open data 

stakeholders. Access to actionable data has the potential to provide economic benefits if 

governments, enable policy innovation that promotes transparency and accountability 

(Adu, Dube, & Adjei, 2016; Lourenço et al., 2017). Open government data allows 

citizens to participate in governance and then be able to contribute to policy innovation. 

The ability to analyze societal issues by integrating formal government data with formal 

non-government data and social data (Gerunov, 2017) has the potential to create higher 

economic value. Domains such as traffic, weather, geographical, tourist information, 

public sector budgeting, health, and city planning have successfully used open data to 

create societal values. One of the challenges of the knowledge economy is effective data 
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acquisition and knowledge management (Corrêa, Paula, Correa, & Silva, 2017), and open 

data is expected to be the platform to bridge the gap. 

Civil society groups and journalists expect that open data will support and 

empower distributed publics (Baack, 2015) by breaking the interpretative monopoly of 

governments. With open data, citizens can acquire and interpret data from the perspective 

of their understanding. The emergence of open data has resulted in the emergence of new 

business models to support available economic opportunities (Zeleti & Ojo, 2017). 

Traditionally, many state governments have not been committed to the digital 

preservation of records, but open data concept has triggered the need for digitization and 

preservation of e-government activities. 

Recommendations for Action 

The open data ecosystem has been reported to suffer from poor usability (Beno et 

al., 2017). Consequent upon this study’s findings analysis that indicates a relationship 

between each of the three constructs of information quality, system quality, service 

quality and the intent to use the U.S. open government data, open data providers should 

emphasize information quality, system quality and service quality in designing open data 

information systems. Knowledge from this study can be used to refine the predictive 

model for further evaluation of the intent to use open data. The diverse nature of open 

data stakeholders calls for optimization and documenting of user requirements and 

analysis. 

As open data has great potential for economic value, open data providers need to 

identify the relevant economic model that can enable the development and management 
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of information systems for open data. The development of information systems for open 

data cannot be a one size fits all, and each open data provider will need to segment and 

profile stakeholders for effective representation in system design. The economic and 

societal importance of open data requires the deployment of robust technology 

infrastructures. Open standards formats that support the interoperability of other software 

components across the internet (Chen, 2016) can support and enable usability and 

collaboration to provide opportunities for users to collaborate on application development 

for open data (Schauppenlehner & Muhar, 2018). Open data providers can improve the 

use of open data technologies by integrating open e-learning focused models to equip 

stakeholders with skills to maximize open data usage.  

Empirical studies on the intent to use open government data are still few, and this 

study is one of the few attempts to understand the relationship between user perception 

on information quality, system quality, service quality, and the intent to use open data. It 

is highly recommended that further research is conducted in this area. This study was 

limited to users of the U.S. open government data, and further research is recommended 

for other open data providers in other countries. Open data technologies may differ in 

country, culture, and societal value future research is recommended to recognize the 

diversity in open data stakeholders. 

Recommendations for Further Study 

This study had a few limitations. The study was targeted at anyone who has ever 

used the U.S. open data portal at census.gov or data.gov. There were high correlations in 

the predictor variables, and a possible explanation could be that the respondents were not 
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able to distinguish between the questions of the variables. Considering that there is no 

single definition of information system success (Alter, 2008; Petter et al., 2008; Urbach, 

Smolnik, & Riempp), respondents may have different interpretations of defining the 

variables. The high VIF values and low tolerance values for the predictors may indicate 

that respondents considered some of the questions in the measure to be redundant. That is 

not unlikely considering that open data users are not necessarily IT professionals or 

technical oriented people. I recommend that further study should segment users to 

understand how different categories of users perceive open data. Theoretical 

contributions in the field of open government data (Magalhaes & Roseira, 2017) and the 

U.S. federal open data are scarce are still few.  

There are few insights on the appropriateness of using specific theories for open 

data and the most promising theories for understanding open data (Zuiderwijk, Helbig, 

Gil-García, & Janssen, 2014). Likewise, best predictors on the relationship between user 

perception of the information quality, system quality, service quality, and intent to use 

open data are still unknown currently. This study is a contribution towards understanding 

which predictor of information system success model best describes the relationship 

between information quality, system quality, service quality, and the intent to use open 

data. The findings in this study confirmed that there is a relationship between information 

quality, system quality, service quality, and intent to use where information quality 

(r=.99, p < 0.01), system quality (r=.99, p <0.01) and service quality (r=.99, p < 0.01). 

The results indicated an individually statistically strong relationship between the system 

quality, service quality, information quality and intent to use. 
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This empirical quantitative correlational study tested the information system 

success model in the field of open data using a Likert scale questionnaire. I recommend 

further research using a mixed-method or case study approach to increase the explained 

variability in the intent to use open data technology. Other recommended areas of further 

research are to focus on specific uses of open data to understand the diversity of open 

data perspectives. This study did not collect information such as sex, age, country of 

residence, and the purpose of using open data. Future research using a qualitative method 

may reveal the human side of open data users to use it for improving the human-

computer interaction on open data information systems. The number of participants used 

for this study was 122 participants. Considering that potential open data users are many, 

further study using a larger number of participants could help with the predictive ability 

of the information system success model. The information system success model has six 

constructs, but this study used only four of the constructs. I recommend that further 

research is conducted using other constructs of the same model in the field of open data 

research to identify salient variables in the context of open data information systems. 

Finally, causality cannot be inferred from the data. Further research could investigate 

causality in the same context. 

Reflections 

Towards the end of the DIT program, the ideas, hopes, and dreams that motivated 

me to begin a doctoral journey began turning to anxiety and sometimes worry about the 

reality that awaits me after the completion of DIT program. Despite the occasional 

concern, I have noticed the changes in my thinking and my perceptions as I found myself 
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thinking more like a researcher. Remembering that I have learned exciting things that 

have positive possibilities of turning my dreams to reality always redeem my hope and 

the passion for completing the study despite all odds. I also know that completing DIT 

courses does not signify the end of learning. The truth is that the real learning begins after 

the doctorate, and I understand that completing the DIT program learning is just the 

beginning of learning. 

This study was borne on my interest in business and organizational efficiencies, 

the need for investigating business systems and performance, to align processes and 

projects to business objectives strategically. The information technology (IT) arena is still 

evolving, and there are constant changes in the knowledge area. I support the need for 

defining and maintaining ethical standards in the provision and use of IT. I believe that 

both the provider and user of information systems have the ethical responsibility for 

ensuring security and confidentiality of information. Therefore, I am committed to 

educating society on the responsible use of IT. 

I had some understanding of research approaches based on my working 

experience, but the DIT program enabled me to expand my knowledge of research 

processes and designs. Though I have been using open data portals, I did not have any 

preconceived biases as I began this research to examine the relationship between the U.S. 

federal departments’ open data users’ perception of the system quality, perception of 

information quality, perception of service quality and the intent to use open data. The 

findings in this study made theoretical contributions to the literature on intent to use an 

information system, and the updated information system success model. The results 
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indicated a relationship between the system quality, service quality, information quality, 

and intent to use. These can be useful to current and potential open data providers who 

could use the findings to improve and promote the usage of open data. As open data is 

still at an emerging stage, IT practitioners need to continue to analyze user specifications 

to improve the technical infrastructure, open data quality, and service capacity of the 

open data information systems. 

Summary and Study Conclusions 

Information system success model (DeLone & McLean, 2003) has been 

extensively used for investigating information system evaluation from a general user’s 

perspective (Charalabidis, Loukis, & Alexopoulos, 2014; Hossain et al., 2016; Susha et 

al., 2015a; Zuiderwijk, Susha, Charalabidis, Parycek, & Janssen, 2015). Accordingly, 

following a review of existing literature, it was concluded that the information system 

success model was relevant to the study’s intent to use the U.S. open government data. 

This study validated the information system success model to understand the relationship 

between information quality, system quality, service quality, and intent to use. In 

response to the recommendation by DeLone and McLean (2003) to continuously test and 

adapt the model in different contexts, this study applied the model to the context of the 

U.S. open government data. This study rejected the null hypothesis that there is no 

relationship between the user’s perception of the system quality, perception of 

information quality, perception of service quality, and the intent to use open data from 

U.S. federal departments.  
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The aim of the study to examine if there is a relationship between the U.S. federal 

departments’ open data users’ perception of the system quality, perception of information 

quality, perception of service quality, and the intent to use open data. Different 

stakeholders of an information system may have different expectations resulting in 

different interpretations (Zuiderwijk et al., 2015b). There is still not much known about 

the factors which influence the success or failure of open data initiatives, but it is known 

that quality data and information system may stimulate use and facilitate value 

generation. Various researchers have described factors that are essential to open data 

usage intention (Fan & Zhao, 2017), but actual usage intentions may depend on the 

context of the initiative. There is a need for open data providers to identify context-

dependent open data success factors to foster improvement in the publication and usage 

of open data. The successful use of published open data is expected to stimulate 

economic and societal gains. 
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Appendix B: Li, Duan, Fu, and Alford (2012) 

Instrument used by Suryanto et al. (2016) 
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Appendix C: Survey Instrument 

User perception of the US open government data success factors 

Open data refers to data that is freely available and accessible online for re-use, 

distribution and universal participation by application developers, organizations, and 

citizens (Bannister & Connolly, 2014), without limitation for commercial or non-

commercial purposes. In the government sector, open data enables ease of discovery of 

government information, generating contextually relevant information and improving 

efficiency. Open data can be used to determine the efficient allocation of resources, 

capacity boosting, improve efficiency and effectiveness of decision making (Hellberg & 

Hedström, 2015) in business and organizations. The open data standards (Project Open 

Data, n.d.) defined a set of specification for publishing data for every object, including 

the use of schematic, semantic and atomic standards (Raggett, 2017). The success of open 

data depends on its ability to meet the variety of intended use and disparity in user’s 

needs. Many open data portals publish low-quality data using diverse formats like lack of 

schema descriptions (Sadiq & Indulska, 2017) that make the data hard to find and almost 

impossible to use (Weerakkody et al., 2017).  

The open data portal set up by governments are referred to as the open 

government data (OGD), and this study is focused on the OGD. The potential for positive 

social change in this study is that an easily accessible open dataset that is interoperable 

and reusable may help to solve problems in the healthcare, education, energy sector, and 

the research community (Sansone et al., 2018). Jurisch, Kautz, Wolf & Kramar, 2015) 

noted that OGD is published without recourse to users, which results in frequently low 
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usage. The low usage level of open data portals reported by many researchers (Susha, 

Grönlund & Janssen, 2015; Viscusi et al., 2014; Jurisch et. al, 2015) has necessitated the 

need to understand the relationship between user’s perception of the quality of open data 

and the intent to use that data.  

Note:  

• Please select only one answer for each question. 

• Mark X on the selected Box 

 
1. The system provides actual information to the users. 

 
1 2 3 4 5 

Strongly 
disagree 

Disagree Neutral Agree Strongly agree 

     
 

2. The system has a data record to give users an easy way to look for some 

information. 

 
1 2 3 4 5 

Strongly 
disagree 

Disagree Neutral Agree Strongly agree 

     
 

3. The system provides correct information which fits the needs of users and 

institution. 

 

1 2 3 4 5 
Strongly 
disagree 

Disagree Neutral Agree Strongly agree 
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4. The system provides concise information which helps your work. 

 

1 2 3 4 5 
Strongly 
disagree 

Disagree Neutral Agree Strongly agree 

     
 

5. The information about the creation and modification dates of metadata and 

resources is provided. 

 

1 2 3 4 5 
Strongly 
disagree 

Disagree Neutral Agree Strongly agree 

     
 

6. The system has a direct benefit hence users do not need to contact the system 

provider. 

 
1 2 3 4 5 

Strongly 
disagree 

Disagree Neutral Agree Strongly agree 

     
 

7. The system has a user guide which help users to operate it. 

 
1 2 3 4 5 

Strongly 
disagree 

Disagree Neutral Agree Strongly agree 

     
 

8. The system is easy to use and helpful to both users and institution. 
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1 2 3 4 5 

Strongly 
disagree 

Disagree Neutral Agree Strongly agree 

     
 

9. The system provides a valid and complete data which is suitable with users’ 

needs according to jo responsibility. 

 
1 2 3 4 5 

Strongly 
disagree 

Disagree Neutral Agree Strongly agree 

     
 

10. The system can be accessed by multiple users which gives a sense of security 

for users. 

 
1 2 3 4 5 

Strongly 
disagree 

Disagree Neutral Agree Strongly agree 

     
 

11. The system can be used and understood easily so that it can make users’ job 

easier. 

 

1 2 3 4 5 
Strongly 
disagree 

Disagree Neutral Agree Strongly agree 

     
 



165 

 

12. The system can be customized by users to fit user need based on the level of 

work. 

 
1 2 3 4 5 

Strongly 
disagree 

Disagree Neutral Agree Strongly agree 

     
 

13. The system can give a fast response to user input, so that user does not need 

help. 

 
1 2 3  4 5 

Strongly 
disagree 

Disagree Neutral  Agree Strongly 
agree 

      
 

14. I intend to spend more time to use the system in order to share knowledge with 

colleagues. 

 
1 2 3 4 5 

Strongly 
disagree 

Disagree Neutral Agree Strongly agree 

     
 

15. I intend to use the system consistently in order to support my work. 

 
1 2 3 4 5 

Strongly 
disagree 

Disagree Neutral Agree Strongly agree 
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16. I intend to learn to use the system thoroughly in order to help the success of the 

provider program. 

 
1 2 3 4 5 

Strongly 
disagree 

Disagree Neutral Agree Strongly agree 

     
 

17. I intend to use the system regularly to help the provider to develop its assets. 

 
1 2 3 4 5 

Strongly 
disagree 

Disagree Neutral Agree Strongly agree 

     
 

Response for completed forms 
 

Thank you for your time and participating in this survey. Your responses have been 

documented 

and your privacy and confidentiality are ensured. Your participation will help to evaluate 

the foundation for providing the enabling environment for improving open data 

information systems and enable open data providers to realize the objectives of open data. 

Please note that the information you provided cannot be removed from the system 

due to the anonymity of the survey as it will be practically impossible to identify it. 

Best Regards 

Joy Alatta 
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Appendix G: Interitem Correlation Matrix 

  

 
IQ1-Information 

Quality 

IQ2-Information 

Quality 

IQ3-Information 

Quality 

IQ4-Information 

Quality 

IQ1-Information Quality 1.000 .990 .968 .972 

IQ2-Information Quality .990 1.000 .976 .980 

IQ3-Information Quality .968 .976 1.000 .995 

IQ4-Information Quality .972 .980 .995 1.000 

SYQ5-System Quality .985 .989 .980 .985 

SYQ6-System Quality .992 .987 .965 .969 

SYQ7-System Quality .983 .992 .983 .987 

SYQ8-System Quality .982 .992 .982 .987 

SE9-Service Quality .982 .992 .982 .987 

SE10-Service Quality .983 .992 .983 .987 

SE11-Service Quality .976 .985 .990 .995 

SE12-Service Quality .984 .985 .963 .967 

SE13-Service Quality .990 .989 .976 .980 

ITU14-Intent To Use .983 .992 .983 .987 

ITU15-Intent To Use .968 .976 .995 .995 

ITU16-Intent To Use .974 .983 .987 .992 

ITU17-Intent To Use .981 .990 .985 .990 

Inter-Item Correlation Matrix 

 
SYQ5-System 

Quality 

SYQ6-System 

Quality 

SYQ7-System 

Quality 

SYQ8-System 

Quality 

IQ1-Information Quality .985 .992 .983 .982 

IQ2-Information Quality .989 .987 .992 .992 

IQ3-Information Quality .980 .965 .983 .982 

IQ4-Information Quality .985 .969 .987 .987 

SYQ5-System Quality 1.000 .982 .992 .992 

SYQ6-System Quality .982 1.000 .980 .980 

SYQ7-System Quality .992 .980 1.000 .989 

SYQ8-System Quality .992 .980 .989 1.000 

SE9-Service Quality .997 .980 .995 .995 

SE10-Service Quality .992 .980 .989 .989 
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SE11-Service Quality .985 .974 .992 .982 

SE12-Service Quality .980 .992 .978 .977 

SE13-Service Quality .989 .987 .987 .981 

ITU14-Intent To Use .987 .980 .995 .984 

ITU15-Intent To Use .981 .966 .983 .983 

ITU16-Intent To Use .987 .972 .984 .990 

ITU17-Intent To Use .990 .978 .992 .987 

 

 

 

Inter-Item Correlation Matrix 

 
SE9-Service 

Quality 

SE10-Service 

Quality 

SE11-Service 

Quality 

SE12-Service 

Quality 

IQ1-Information Quality .982 .983 .976 .984 

IQ2-Information Quality .992 .992 .985 .985 

IQ3-Information Quality .982 .983 .990 .963 

IQ4-Information Quality .987 .987 .995 .967 

SYQ5-System Quality .997 .992 .985 .980 

SYQ6-System Quality .980 .980 .974 .992 

SYQ7-System Quality .995 .989 .992 .978 

SYQ8-System Quality .995 .989 .982 .977 

SE9-Service Quality 1.000 .995 .987 .977 

SE10-Service Quality .995 1.000 .987 .978 

SE11-Service Quality .987 .987 1.000 .972 

SE12-Service Quality .977 .978 .972 1.000 

SE13-Service Quality .987 .992 .985 .985 

ITU14-Intent To Use .990 .995 .992 .978 

ITU15-Intent To Use .983 .983 .990 .964 

ITU16-Intent To Use .990 .990 .987 .970 

ITU17-Intent To Use .992 .992 .995 .976 

 

 

 

 

Inter-Item Correlation Matrix 

 
SE13-Service 

Quality 

ITU14-Intent To 

Use 

ITU15-Intent To 

Use 

ITU16-Intent To 

Use 
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IQ1-Information Quality .990 .983 .968 .974 

IQ2-Information Quality .989 .992 .976 .983 

IQ3-Information Quality .976 .983 .995 .987 

IQ4-Information Quality .980 .987 .995 .992 

SYQ5-System Quality .989 .987 .981 .987 

SYQ6-System Quality .987 .980 .966 .972 

SYQ7-System Quality .987 .995 .983 .984 

SYQ8-System Quality .981 .984 .983 .990 

SE9-Service Quality .987 .990 .983 .990 

SE10-Service Quality .992 .995 .983 .990 

SE11-Service Quality .985 .992 .990 .987 

SE12-Service Quality .985 .978 .964 .970 

SE13-Service Quality 1.000 .992 .976 .983 

ITU14-Intent To Use .992 1.000 .983 .985 

ITU15-Intent To Use .976 .983 1.000 .992 

ITU16-Intent To Use .983 .985 .992 1.000 

ITU17-Intent To Use .990 .992 .985 .992 

 

Inter-Item Correlation Matrix 

 ITU17-Intent To Use 

IQ1-Information Quality .981 

IQ2-Information Quality .990 

IQ3-Information Quality .985 

IQ4-Information Quality .990 

SYQ5-System Quality .990 

SYQ6-System Quality .978 

SYQ7-System Quality .992 

SYQ8-System Quality .987 

SE9-Service Quality .992 

SE10-Service Quality .992 

SE11-Service Quality .995 

SE12-Service Quality .976 

SE13-Service Quality .990 

ITU14-Intent To Use .992 

ITU15-Intent To Use .985 

ITU16-Intent To Use .992 



179 

 

ITU17-Intent To Use 1.000 
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Appendix H: Normal QQ Plot 
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Appendix I: Correlations Among Predictors 

 

Correlations 

 ServiceQuality IntentToUse 

ServiceQuality Pearson Correlation 1 .996** 

Sig. (2-tailed)  .000 

N 103 103 

IntentToUse Pearson Correlation .996** 1 

Sig. (2-tailed) .000  

N 103 103 

**. Correlation is significant at the 0.01 level (2-tailed). 

 

Correlations 

 IntentToUse SystemQuality 

IntentToUse Pearson Correlation 1 .993** 

Sig. (2-tailed)  .000 

N 103 103 

SystemQuality Pearson Correlation .993** 1 

Sig. (2-tailed) .000  

N 103 103 

**. Correlation is significant at the 0.01 level (2-tailed). 

 

Correlations 

 IntentToUse 

InformationQuali

ty 

IntentToUse Pearson Correlation 1 .997** 

Sig. (2-tailed)  .000 

N 103 103 

InformationQuality Pearson Correlation .997** 1 

Sig. (2-tailed) .000  

N 103 103 

**. Correlation is significant at the 0.01 level (2-tailed). 
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