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Abstract
Distinct bioinformatics datasets make it challenging for bioinformatics specialists to
locate the required datasets and unify their format for result extraction. The purpose of
this single case study was to explore strategies to integrate distinct bioinformatics
datasets. The technology acceptance model was used as the conceptual framework to
understand the perceived usefulness and ease of use of integrating bioinformatics
datasets. The population of this study included bioinformatics specialists of a research
institution in Lebanon that has strategies to integrate distinct bioinformatics datasets. The
data collection process included interviews with 6 bioinformatics specialists and
reviewing 27 organizational documents relating to integrating bioinformatics datasets.
Thematic analysis was used to identify codes and themes related to integrating distinct
bioinformatics datasets. Key themes resulting from data analysis included a focus on
integrating bioinformatics datasets, adding metadata with the submitted bioinformatics
datasets, centralized bioinformatics database, resources, and bioinformatics tools. |
showed throughout analyzing the findings of this study that specialists who promote
standardizing techniques, adding metadata, and centralization may increase efficiency in
integrating distinct bioinformatics datasets. Bioinformaticians, bioinformatics providers,
the health care field, and society might benefit from this research. Improvement in
bioinformatics affects poistevely the health-care field which has a positive social change.
The results of this study might also lead to positive social change in research institutions,
such as reduced workload, less frustration, reduction in costs, and increased efficiency

while integrating distinct bioinformatics datasets.
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Section 1: Foundation of the Study
Background of the Problem
Computation helps refine biological data for pattern and knowledge extraction. It
has been an essential part of structural biology since its early days, and the purpose of
computation has significantly increased over the years (Samish, Bourne, & Najmanovich,
2015). Bioinformatics is an intersection between computer science, physics, chemistry,
mathematics, statistics, engineering, and molecular biology used for analyzing biological
data to develop algorithms and relations among different biological systems (Samish et
al., 2015). In the early 1970s, bioinformatics began to grow significantly, introducing the
ability to digitatize biological output and use computational power to analyze massive
datasets (Marco-Ramell et al., 2018). Prior the advancement of the bioinformatics fields,
biologists did not have access to a significant amount of data. Developing analytical
methods for interpreting biological information were possible, yet it was challenging to
share them quickly with other researchers. The technological advancement in
computation, storage, and bandwidth has revolutionized the biological field, making it
easier and cheaper to analyze biological information (Triplet & Butler, 2014). The
technological advancement in computational power over the years has reduced the
bottleneck of the costs of doing experiments in biological discovery (Miller Zhu &
Bromberg, 2017).
Problem Statement
The bioinformatics fields lacks collaboration due to limited accessibility and

availability of bioinformatics datasets (Machiela & Chanock, 2015). Web services



retrieving information from a different location using different formats is inefficient and
time-consuming (Machiela & Chanock, 2015). The need for additional integration
datasets is due in part to the exponential growth of the datasets. For example, the 1000
Genome Project consists of an estimated 100 terabytes of data, and the follow on 1000
Genome Project consists of an estimated 10 petabytes of data (Merelli, Pérez-Sanchez,
Gesing, & D’Agostino, 2014). The general information technology (IT) problem is that
bioinformatics laboratories lack the means to analyze bioinformatics datasets using web
services. The specific IT problem is that some bioinformatics specialists lack strategies to
integrate distinct bioinformatics datasets.
Purpose Statement

The purpose of this qualitative case study was to explore the strategies used by
bioinformatics specialists to integrate distinct bioinformatics datasets. The population of
this study included bioinformatics specialists of a research institution in Lebanon that has
strategies to integrate distinct bioinformatics datasets. The findings from the study may
contribute to IT practice by identifying strategies to unify and integrate heterogeneous
biological information from different locations and different structures. The study’s
findings may contribute to positive social change by positively impacting healthcare as a
side effect of improvements to the bioinformatics.

Nature of the Study

| used a qualitative research method for this study. A qualitative study is

conducted when the concept is immature due to lack of theory and previous research

(Kahlke, 2014). The qualitative method was appropriate for this study because the
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strategies used to integrate bioinformatics datasets are limited. In a quantitative study, the
problem is addressed by understanding what variables influence the outcome to confirm
or disconfirm theoretical hypotheses (Fassinger & Morrow, 2013). The quantitative
method is not appropriate for this study, as the research question was not used to confirm
or disconfirm a hypothesis. The mixed method includes both qualitative and quantitative
methods; it involves the process of collecting, analyzing and integrating quantitative and
qualitative research designs (Noprisson et al., 2016). The mixed method is not
appropriate for this study because this study did not apply quantitative methods.

| used a qualitative case study approach, which is used to relate patterns (Kahlke,
2014). Employing the case study design for this study allowed me to identify and relate
patterns in the strategies used by bioinformatics specialists to integrate disparate datasets.
The narrative design is appropriate when a study focuses on a specific person (Wiles,
Crow & Pain, 2011); therefore, the narrative design was not selected because | focused
on the strategies of bioinformatics specialists rather than strategies of one person. The
phenomenological approach describes the common meaning for individuals of their lived
experience of a phenomenon; a phenomenological approach is interested in the individual
experiences of peoples throughout qualitative methods such as interviewing (Bevan,
2014). The phenomenological design was not selected because | focused on the strategies
used in the case’s organization rather than focus on the experience of the participants. In
the ethnographic design, researchers describe the patterns, values, beliefs of a culture-
sharing group (Wilson & Chaddha, 2009), which | did not choose because that was not

the focus of the study.



Quialitative Research Question
What are strategies used by bioinformatics specialists to integrate disparate
bioinformatics datasets?
Interview Questions

» What strategies do you use to integrate disparate bioinformatics datasets?
Please explain.

« Have integrating disparate bioinformatics datasets helped you in creating a
unified view for more efficiency in identyfing patterns? Please elaborate.

« What negative aspects of integrating disparate bioinformatics datasets have
you experienced? Please explain.

« What are the complexities that specialists might face while integrating
disparate biological datasets? Please explain.

« What are the challenges and difficulties that face you while retrieving
information from different locations stored in different formats? Please
elaborate.

»  What strategies do you have for bioinformatics specialists to analyze
biological data more efficiently? Please elaborate.

Conceptual Framework
For my bioinformatics study, I used the technology acceptance model (TAM) as a
conceptual framework. The TAM was developed by F. D. Davis in 1986, and it is the
prediction of user acceptance towards information systems (Davis, Bagozzi & Warshaw,

1989). The TAM approach addresses the relationship between the ease of use, usefulness,
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and user acceptance of technology (Davis et al., 1989). Identifying and measuring stimuli
could predict the acceptance or rejections of the system; the two core beliefs that form the
TAM are:

1. Perceived usefulness: a user’s subjective probability that using a specific
system/technology will increase his or her job. The user’s attitude toward
whether the new technology will help perform better affect the decision of
adapting this technology.

2. Perceived ease of use: the degree to which a user expects the use of a
system/technology to be free of effort. The system ease of use must outweigh
the effort required in adopting it, and it is affected by three factors: the
physical effort, mental effort, and the direct perception of how easy the system
is to use. (Davis et al., 1989)

Social norms do not directly affect behavior or attitude in relation to system use; instead
attitudes toward using a system is the function of perceived usefulness and perceived ease
of use. There are six variables in the TAM that affect the user’s acceptance toward a new
technology. Three variables are latent that include perceived usefulness, perceived ease
of use and attitude toward using, and there are three measured variables that include
external variables, usage frequency and usage volume (Davis et al., 1989).

| utilized the TAM in my study to gain understanding of how perceptions of
usefulness and ease of use affect the strategies used by bioinformatics specialists to
integrate distinct bioinformatics datasets. The two core variables of the TAM, the

perceived usefulness and the perceived ease of use, may contribute to the bioinformatics



specialists strategies and affect the efficiency of bioinformatics specialists to extract
knowledge from datasets.
Operational Definitions

Bioinformatics: Bioinformatics is an intersection of many disciplines to develop
systems that analyze biological information for the experts to gain an understanding of
the processed data (Samish et al., 2015).

Bioinformatics specialist: A bioinformatics specialist analyzes and studies the
enormous amount of biological data using computers.

Data integration: Data integration is the action of merging disparate data into
useful information (Lopes & Oliveira, 2015).

Data standardization: Data standardization is the process of storing disparate data
in a standard format to improve the quality and consistency of the data to ensure
efficiency in searching and analyzing the information (Micic et al., 2017).

High-performance computing: High-performance computing is the use of high
computation capabilities and parallel processing technigques in computing (Miller et al.,
2017).

Integrative iioinformatics: Integrative bioinformatics targets the issue of data
integration in the life science field (Shah et al., 2005).

Next generation sequencing (NGS): NGS sequencing enables researchers to study

a genome at a high level (Ma, Gong, & Jiang, 2017).



Assumptions, Limitations, and Delimitations

Assumptions

Assumptions are facts and expectations assumed to be true by researchers without
evidence to support them (Kirkwood & Price, 2013). The following assumptions shaped
the study. The first assumption is that the participants in the research are knowledgeable
about techniques of retrieving, integrating and analyzing biological information. The
second assumption is that the participants in this study provided trusted and honest
information, and they shared their knowledge and expertise with transparency. The third
assumption is that | understood and analyzed the responses of the participants and
reliably answered the research questions.
Delimitations

Delimitations are the boundaries that influence the study (Marshall & Rossman,
2016). A delimitation of this study was the involvement of participants who are actively
working in the bioinformatics field and have an acceptable experience. The second
delimitation was the interview questions, which were limited to strategies to integrate
distinct bioinformatics datasets. The third delimitation was the small sample size; a larger
sample can take more time, effort, and resources. The fourth delimitation is that |
considered a facility that is processing biological information using bioinformatics tools.
Limitations

Limitations are weaknesses that can affect the reliability and the findings of the
study (Leedy & Ormord, 2013). The small population of the participants may have

limited the research findings. A broader population sample might have given a more



generalized finding. The strategies identified from the study to improve the quality and
reliability of bioinformatics pattern extraction may not apply to all bioinformatics
laboratories. Additionally, my ability to extract information from participants may have
affected how the research questions were answered.
Significance of the Study

It is important to have biological data that is more available, accessible, and easy
to analyze for pattern extraction. Having a web-based bioinformatics tool that stores
associated data in a standardized manner is signficant for bioinformatics specialists. By
providing strategies to eliminate the operation of formatting the data before analysis, the
results of this study may provide bioinformatics experts the ability to share knowledge
and experience anytime and anywhere. The results of the study may provide
bioinformatics specialist with the capacity to access information retrieved from different
locations and stored in the cloud in a standardized manner and share knowledge and
expertise. This study also addresses the gap between biologists and computer science
specialists because an open source web-based bioinformatics application can make the
bioinformatics experts more involved in the development of an efficient web application.

The study’s findings may contribute to positive social change by enabling
biologists and other professionals in the bioinformatics field to more efficiently analyze
large, computationally complex datasets. Making use of computational power in the
biological fields has had a positive effect (Claverie & Notredame, 2013). By enabling
more efficient analysis of computationally complex datasets, the study’s findings may

contribute to improvements in health care such as improving cancer diagnostics. Further,



the bioinformatics field has developed methods and tools for understanding biological
data; this acquired knowledge gives specialists a deeper understanding of patterns and
evolutionary biology that affects the biological and health care fields positively.

A Review of the Professional and Academic Literature

The purpose of the qualitative case study was to explore strategies used by
bioinformatics specialists to integrate distinct bioinformatics datasets. Bioinformatics has
been utilized for a long time to extract useful information and patterns without being
properly formatted and accessible from different locations. The bioinformatics field still
lacks collaboration, accessibility, and availability of a bioinformatics specialists from
various places.

This literature review contains 103 articles and journals. Ninety-one percent of the
articles are peer-reviewed, and 86% of the artilces are published in the last 5 years. The
research libraries where | searched for references included the ACM Digital Library,
Sciences Direct, IEEE Xplore digital library, EBSCOhost Computers and Applied
Sciences Complete, and ProQuest. | used Academic Search Complete throughout Walden
Library, which is a multidisciplinary database containing peer-reviewed resources. | also
used Google Scholar. I used Ulrich’s Global Serials Directory to identify articles as peer-
reviewed or not.

In this literature review, I outline the characteristics of bioinformatics to develop a
conceptual framework for increasing the availability, accessibility, and pattern extraction.
This literature review provides information regarding bioinformatics and data integration,

integrating bioinformatics datasets, result analysis in bioinformatics, text mining,
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bioinformatics challenges, next generation sequencing (NGS), evolution of the TAM, and
bioinformatics study. In this review, | also explore the strategies used by bioinformatics
specialists to integrate distinct bioinformatics datasets. Additionally, | discuss the TAM
and how it aligns with integrating bioinformatics datasets.
Bioinformatics Tools

The technological advancement in life science has resulted in collecting enormous
amounts of data, and sequencing has become cheaper and faster (Heather & Chain, 2016;
Triplet & Butler, 2014). For example, in the past it took 13 years and 2.7 billion dollars to
sequence a human genome, and today sequencing a human genome takes a day and
$1,000 US (Miller et al., 2017). With sequencing costs going lower, there is an
unprecedented amount of data to significantly improve current models and tools (Miller
et al., 2017). The exponential growth of biological data over the years has required the
intervention of the information technology to store this data and process it for analytical
purposes. For instance, in the past two decades, NGS and other high-throughput
approaches have led to an explosion of data (Berger, Daniels, & Yu, 2016). The
advancement in biological and biomedical fields has also led to increasing amounts of
data from genomics and translational research (Zhao et al., 2015). The growth of
biological information in sequences such as DNA, RNA, and protein require databases to
store, manage, and retrieve the information (Zou et al., 2015). Bioinformatics pattern
extraction from enormous amounts of data requires powerful software tools, which
involve challenges to get those tools installed, running and produce results (Velloso,

Vialle, & Ortega, 2015).
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The increasing volume and complexity of biological information demand a
workflow involving the multitude of steps for obtaining knowledge (Dubchak, et al.,
2014). The increase of high-throughput omics experiments has led to better availability of
biomedical data that need to be analyzed (Chen, Tripathi, & Mizuguchi, 2016).
Integrating biological information from different sources helps detect biological signals
and lower false discovery rates due to the evidence from multiple domains (Zhaoet al.,
2015). However, the amount and complexity of biological information that is increasing
make the process of extracting meaningful biological insights challenging (Chen et al.,
2014). The increasing volume and complexity of genomic data make the process of
analyzing variants challenging for researchers with limited bioinformatics skills
(Alexander et al., 2017). Therefore, bioinformatics tools reduce the complexity of the
high-throughput complex biological data, enhance the overall understanding of biological
systems, and help to generate hypothesis (Emery & Morgan, 2017; Marco-Ramell et al.,
2018). Centralized bioinformatics tools can eliminate complex installation procedures
and high processing power. Applying bioinformatics and integrational methodologies to
the increasing amounts of biomedical data enhance the process of generating knowledge
(Bhuvaneshwar et al., 2016).

Bioinformatics software tools often require complex installation procedures and
high processing power (Velloso, Vialle, & Ortega, 2015). Traditionally high processing
computing was expensive and rarely reached the targeted use (Miller et al., 2017).
However, advancement in high-performance computing is having a positive impact on

bioinformatics tools (Miller et al., 2017). Advancement of high-performance computing
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aligned with new cloud computing solutions has created a new scope for the applications
in today’s science (Miller et al., 2017). High-performance computers with clustered
processors, high internal bandwidth, and cutting-edge software are needed (Hong et al.
2013).

Data analysis is one of the most critical and challenging steps in the biomedical
field, and specialists need tools for efficient pattern discovery. A user-friendly resource to
visualize and analyze high-throughput data is a powerful medium for specialists to obtain
meaningful output for better knowledge discovery (Chen et al., 2016). Bioinformatics
tools using a friendly user interface can be beneficial and help analyze biological data and
extract useful knowledge (Velloso et al., 2015). A user-friendly tool will help users with
no programming skills to discover new hypotheses and patterns by performing
complicated searchers to obtain the results in an easy to comprehend output format.

Many bioinformatics tools have emerged to deal with the increased volume and
complexity of biological data. Bioinformatics tools interpret effectively and timely
information from genomes. For example, pair wise search methods are used to detect
distantly related homologues, and silico cloning is a recent low cost, high efficacy and
easy operation method that is convenient for cloning novel gene (Bozgo, Hysi, & Hoda,
2017). A widely used methodology is functional enrichment or over-representation
analaysis, which is used for performing analytic techniques that benefits from molecular
pathway or network information to gain insights into a biological system by looking for
descriptors in the sets of molecules of interest (Alexander et al., 2017). Additionally,

Cluster-Blast tool is an automated approach identyfing related gene clusters (Soria-
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Guerra et al., 2015). BLAST is tool at NCBI used to search homologues against the swiss

prot protein database (Bozgo et al., 2017). Anothet tool is phylogeny, which is a web-
based bioinformatics tool that allows the user to link multiple sequence alignment, tree
building, and tree rendering to construct with high accuracy and rapidly phylagenic tree
(Soria-Guerra et al., 2015). Further, quality control tools such as Qualimap are used for
highliting the problems in the data and also integrating tools are also used as the field of
NGS mature, and also a main goal of bioinformatics tools is to provide powerful
visualization with a simple interface (Ewels et al, 2016). With the increasing number of
bioinformatics tools, experts are eager for standardization for more efficiency (Lopes &
Oliveira, 2015).
Bioinformatics History

Bioinformatics started with Gregor J. Mendel, whose work cross-fertilizing
different colors of the same species of flowers (Thampi, 2009) helped establish the
theoretical basis of today’s biology (Schwarzbach et al., 2014). Mendel’s discovery of the
general law of unit character transmission across generations through reproductive cells
containing unit factors is also considered the origin of genetics (Zhang, Chen & Sun,
2017). Mendel’s seminal work set a foundation for the discipline of genetics (HoRfeld et
al., 2017); therefore, he can be considered as a founder of bioinformatics.

The understanding of genetics has advanced in the past 30 years, which started
with Paul Berg on his work on recombinant DNA that led to him receiving a Nobel prize
in 1980 (Berg, 2008; Dellureficia, 2015). Berg was involved in the making of the first

recombinant DNA molecule (Thampi, 2009). Paul Berg, Herbert Boyer, Annie Chang
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and Stanely Cohen generated the first recombinant DNA in 1972 (Khan et al., 2016). But

Berg’s most famous work was gene splicing of recombinant DNA where he was the first
to insert DNA from two different species into a molecule (Berg, 2008). Berg’s research
and contributions in the gene splicing techniques set a step toward the development of
modern genetic engineering.

The work of Berg on recombinant DNA led to researchers like Boyer and Cohen
advancing genetics. After Berg’s 1971 gene splicing experiment, in 1973 Boyer and
Cohen inserted recombinant DNA into bacteria so the foreign DNA can replicate (Russo,
2003). This provided evidence that DNA molecules can be cloned in foreign cells (Russo,
2003; Genetics and Genomics Timeline, 2004). This showed the possibility of
transferring one genetic organism to another (Niosi, 2017). Thus, Boyer and Cohen’s
work had a considerable effect on the development of modern biotechnology.

The advancement of biotechnology allowed the emergence of biotechnology
products. For example, Boyer and Itakura expressed a mammalian protein in bacteria
before they constructed a plasmid that coded for human insulin in 1978 (Russo, 2003).
These discoveries led to the development of Humulin, the first product of modern
biotechnology (Niosi, 2017). In 1977, a method for sequencing data was invented, and
Genentech, the first genetic engineering company, was founded (Thampi, 2009). The
firm created recombinant human protein in 1977 and the second one in 1980, which was
Humulin (Niosi, 2017). The ability to create biotechnology products such as Humulin has

allowed patients with diabetes to live a better life.



15

In addition to these advancements, producing a map of the human genome has
helped gain a deeper understanding of all the genes of human beings.The Human
Genome Project is an important research project focused on mapping and identifying the
genes of the human genome.The international organization of scientists involved in the
Human Genome Project was founded in 1989 (Thampi, 2009). To protect the genome
from mutagenics, the U.S. Department of Energy established an early genome project in
1987, and the National Institute of Health and Department of Education with the
Congress funded coordinated research and technical activities related to the human
genome in 1988 (“An Overview of the Human Genome Project,” 2016). Genethon, a
human research center, produced a physical map of the human genome in 1993 (Thampi,
2009). In the year 2000, most of the human genome had been sequenced (“An Overview
of the Human Genome Project,” 2016).

In response to projects like the Human Genome Project, automated DNA
sequencing has replaced manual sequencing for more efficiency and greater ability to
extract patterns. Manually sequencing DNA was made in the early 70s, but the following
decades brought technologies like high-performance computers that enabled the
automated sequencing of DNA and whole genome (Cyrus et al., 2015; Remmers &
Siegel, 2015). Sequencing a whole human genome would not be possible without
automated sequencing and without advancement in high-performance computing,
storage, and bandwidth, which bioinformatics encompasses.

Following the evolution of sequencing DNA and with the technological

advancement, bioinformatics tools have emerged to help predict the function of genes
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and extract meaningful information from biological data through analysis. Bioinformatics
has created huge databases like GenBank, European Nucleotide Archive, and the DNA
Data Bank of Japan. Today bioinformatics is involved in protein structure analysis and
gene and protein functional information. Bioinformatics facilitates information sharing,
knowledge management, and workflow tools. With IT, bioinformatics can digitize
biological output and provide computational power to analyze massive datasets.
Bioinformatics tools are efficient in synthetizing, analyzing, and extracting large volume
of genetic information (Alansari et al., 2017). For example, bioinformatics can be used
for obstructing signatures of disease, predicting diseases, proposing medicine, and
figuring out disease mechanisms (Nussinov & Papin, 2016). Bioinformatics provides the
data analysis tools to relate patterns and extract valuable information. Biological and
biomedical questions are answered by computational biologists using computation in
support of, or in place of, laboratory procedures to obtain answers at a reduced cost.

In bioinformatics, it is important for specialists to share knowledge and results as
well as have work with technology to increase efficiency and discover knowledge
(Hassani-Pak & Rawlings, 2017; Hoff & Bashir, 2015). Lack of collaboration in this area
is weak due to limited accessibility and availability in bioinformatics datasets (Machiela
& Chanock, 2015). Integrating heterogeneous bioinformatics data is challenging, yet it
enables collaboration for bioinformatics specialists to benefit from the increasing
biological information and the number of data types. Many challenges affect specialists’
performance like the poor quality of the generated data, the sample size, false discovery,

lack of novel algorithms for data integration, computational efficiency, data
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interpretation, and visualization (Zhao et al., 2015). Integrating biomedical data
incomplete and unified format with sufficient metadata can help bioinformatics
specialists improve efficiency in this field. Integration involves cross-referencing each
dataset submitted to a bioinformatics database to the representation of the same or related
biological entities in other databases.

Big Data

The advancement in high-throughput technologies has allowed biologists and
other life science specialists to generate enormous amounts of data like genomic
sequences. The continuous accumulation of increasing data has introduced new
challenges on storing and analyzing this data and new techniques that involve big data
that are used for knowledge extraction. Big data deals with enormous and complex
datasets that traditional techniques cannot. Identifying patterns in large datasets through
integrative analysis and fulfilling the commitment of big data in biology is necessary for
solving biomedical problems (Greene et al., 2014). Biomedical informatics is one of the
most active areas involved in big data analysis research (Chrimes & Zamani, 2017).
However, mining data in the health informatics industry is complicated due to the size
and nature of the data, which is why big data techniques are applied.

The significant increase of data in many fields over the past few years has made
the experts turn to big data to contain this data. The big data concept was launched in
2000, but it did not get its popularity until 2010 when it was adopted by International
Business Machines and Oracle (Chrimes & Zamani, 2017). Big data is targeted to solve

problems that cannot be resolved using traditional techniques. Big data, particularly
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NoSQL, were introduced to address the increased accumulation of data in traditional
relational databases (Storey & Song, 2017). Big data became popular to store and analyze
the vast and heterogeneous data to acquire valuable information. Big data started to be
used by large companies to understand their businesses and support their decision
making.

The V’s of the big data define its structure and outcomes. The first “V”" is the
volume of data—usually terabytes of datasets; the second is the variety and represents the
many formats of the big data; the third is the velocity it the speed of data processing; the
fourth is the veracity and represents the uncertainty of the data; and the value of the data
represents the worth of data being extracted (Hamilton & Kreuzer, 2018; Sharma, Panwar
& Sugandh, 2018; Yao, 2017). The first four V’s are concerned with collecting data,
preprocessing, and transmission and storage. The fifth and last “\vV* is the process of
extracting value from the data using analytical tools. The advancement in technology
generated an unprecedented volume, velocity, and variety of data that is called big data
(Ting et al., 2017). Big data is characterized by the high volume, high velocity, and high
variety of information and extended to include two more V’s the veracity and volume
(Ang & Seng, 2016). Social media, mobile transaction, business transaction, and network
sensors are generating thousands of heterogeneous information datasets that requires big
data technology to be collected, stored, and analyzed (Kitchin & McArdle, 2016). Using
big data specialists in various fields can solve problems that cannot be resolved using

traditional methods.
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Having enormous amounts of data in the biomedical field introduces many
challenges from choosing the appropriate tools and algorithms, ensuring usability, and
transforming data into knowledge. Big data challenges in the biomedical field include
selecting appropriate computational methods to extract useful information, access it and
share it efficiently (Chrimes & Zamani, 2017). Reusability in big data is paramount
because data are being stored in significant amounts without being reused, reusing data
for an analytical purpose has a significant positive impact on data-oriented fields
(Chrimes & Zamani, 2017). Big data analytics require advanced technologies to deal with
vast quantities of more massive, unstructured and complex datasets (Ting et al., 2017).
Even though big data offer many solutions to deal with complicated huge amounts of
data, the biomedical field struggle to reach efficiency while managing and analyzing
biological information. To reduce challenges cutting-edge techniques and algorithms
must be implemented to help specialists gain insights and acquire needed information.

With the technological advancement in the biological field, enormous amounts of
data were generated. This massive collection of data introduced challenges in storing and
analyzing this data. Big data can be useful in the bioinformatics field because the use of
big data showed efficiency in many areas where big data was used to solve challenges
that cannot be solved using traditional techniques.

Data Quality

Data quality is paramount for organizations in all fields; it can help specialists

analyze this data to acquire knowledge. Poor data quality can be misleading and can

cause the firms tangible and intangible expenses. Poor data quality can cost firms high
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fees, can affect less tangible areas like decision quality and job satisfaction, and can
affect the overall organization revenues (Hazen et al, 2014). Querying poor quality data
can result in a loss of relevant information that can be helpful in many aspects (Hu et al.,
2017; Veiga et al., 2017). Good data quality helps to enhance businesses and revenues
throughout obtaining high-quality insights from analyzing this data. Analyzing and
managing data that contain duplications and errors lead to many problems that affect
organizations negatively.

Poor data quality is an obstacle to having a more efficient analytic based strategy.
Executives and managers consider that having a high-quality data is a must to overcome
many problems that poor data quality can cause (Hazen et al, 2014). Good data quality is
paramount in finding, interpreting, and reusing data for practical anticipations. (Hu et al.,
2017). High-quality data analysis provides executives with a clear view of their
organization status, better expectations of revenues and also helps the executives to
support their decision making with evidences form analyzed data. It is evident that any
organization including the healthcare industry that correcting data is for the best of the
organization.

To ensure that the data is of good quality, it must be accurate, not contain errors,
and represent their real values. Data quality dimension include accuracy, timeliness,
consistency, and completeness (Hazen et al, 2014). Redundancy, heterogeneity,
inconsistency, and incompleteness are data quality issues (Hu et al., 2017). Also ensuring
a good quality of data is done by eliminating redundancy. One of the significant problems

that face data quality records duplication (Jones et al., 2017). Analyzing good quality
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data, helps organizations in many fields to enhance their businesses and reduce expenses.
Cleaning raw datasets is becoming a priority for most experts to acquire knowledge
without getting incorrect results from poor quality data.
Integrational Bioinformatics

In the biological and biomedical field, researchers witnessed advancement in the
NGS and single cell technologies, enabling investigators to create massive amounts of
data for genomics and translational research. These advancements made the process of
data integration from multiple resources easier to enhance knowledge extraction and
reduce false discovery rate (Dubchak et al., 2014). Integrative approaches include many
advantages like low false discovery rates due to the evidence from multiple domains
(Zhao et al., 2015). Researchers that are exploring bioinformatics patterns that contains
faulty results affects the quality of decision making. The integration services and tools
provided by multiple groups is essential for comprehensive data analysis (Dubchak et al.,
2014). Having more than one source of knowledge enhances the accuracy of pattern and
knowledge extraction from biological datasets, this means that if a researcher has access
to multiple data sources he can have more evidences to support his decision. Extracting
knowledge from multiple resources introduce new patterns that is hard to find analyzing
one source of data.

Traditional integration solutions like data warehouse are considered a local
integration solution. These solutions can enhance the resource sharing and collaboration
inside an organization; however, these solutions fail to interact with each other to achieve

global solutions, which are crucial for interdisciplinary integration (Chen, Tripathi &
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Mizuguchi, 2016). Connecting various datasets in the bioinformatics field can have a
positive impact, by making more valuable information available for specialists to
analyze. Because connecting data can impact many fields, the large genomic data linked
to phenotype and medical records can enable not only the discovery of biological features
and regulations using genomic approaches, but also translate some of the findings for
clinical practice (Zhao et al., 2015). Integrating biological data is paramount not only for
the bioinformatics field but also to many life science areas.

Integrating bioinformatics datasets from various sources is a paramount topic in
the bioinformatics field. Data integration has become common for life science in the past
years (Lopes & Oliveria, 2015). Numerous efforts have been conducted to develop
different types of frameworks and tools for integrating diverse biological data types, like
grouping genes based on similarities in the biological annotations, providing pre-defined
gene libraries to enhance analysis and using a standalone web interface not integrated to a
data mining platform (Chen, Tripathi, & Mizuguchi, 2016). The biggest challenge in
computational biology is putting together the available and disparate information
(Nussinov & Papin, 2016), because of the heterogeneous nature of biological data,
unifying the data types and the nature of collected data can be challenging. The biological
data have grown exponentially, and these data are scattered over a number of repositories
using various formats, which makes the process of analyzing data for knowledge
extraction challenging.

Accessing heterogeneous datasets from disparate sources is a challenge for

bioinformatics specialists. Processing data from different sources is a common task for
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scientists (Lopes & Oliveria, 2015). The guantity of biological information is increasing
at a rapid pace, which introduces new challenges in software and hardware from disparate
locations. The biomedical information is increasing alongside the number of data types,
which is increasing the complexity of extracting knowledge and thus affecting the
availability of the distributed data. It is essential to focus on data integration for more
reliability in acquiring knowledge. Data integration is needed in bioinformatics with the
increased amount of biological data to enable bioinformatics specialists to extract
knowledge (Shah et al., 2005). Integrating information from disparate resources is
paramount for specialists to have a more precise results from their analysis.

Biomedical database integration is classified into three main classes: federated,
mediated, and warehouse style integration; federated integration, provides hyperlinks to
join data; and mediated integration, provides unified query interface as well as collecting
the results from various data sources (Ethier et al., 2015). Warehouse databases integrate
data sources in one place (Ethier et al., 2015). The three main classes of integration in
biomedical databases are approaches to integrate and unify data for more efficiency while
extracting patterns. In past years, attention was given to integration in the bioinformatics
field. Integrating biological information from multiple resources is efficient for more
values while extracting knowledge. Integration of services and tools provided by multiple
groups is essential for comprehensive data analysis (Dubchak et al., 2014). Gathering
information from multiple sources using integration decreases the error rate while
analyzing biological data (Hong et al., 2013). Because having multiple sources of data,

for example different genomic analysis from two different locations, the specialist can
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have more confidence in his findings. Disparate datasets enrich the process of analyzing
data in bioinformatics for more knowledge. Data integration and analyzing information
from different resources has been helpful in finding new patterns and knowledge that
were hidden before merging multiple information resources. Mining information, which
is the process of discovering patterns in large datasets across different biological
databases has the potential to lead to new knowledge (Hassani-Pak & Rawlings, 2017).
Data integration has proved viable in the field of bioinformatics because more
information is more knowledge and more efficient knowledge extraction.

Integrating biological data and integrating tools and services have become
important. Integrating bioinformatics services and tools reduce time and effort for
analyzing translational data and increases the efficiency of knowledge extraction
(Dubchak et al., 2014). Also, these approaches enhance the data quality that is scattered
on different technology platforms (Zhao et al., 2015). Integrating bioinformatics tools and
services has its role in analyzing and comparing information from multiple sources of
information.

Standardization of data types or unifying the format of data to increase
collaboration, integrating tools and services are paramount while integrating data in the
biomedical field to reduce complexity and enhance performance. The adoption of wide-
scale biomedical ontologies and data standards is needed to ensure accurate data
integration (Marti-Solano et al., 2014). Storing biological data in a standard fashion eases
the complexity of interpreting this information (Zhao et al., 2015). The use of standards

in collecting biomedical data in different types of metadata will facilitate data
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interoperability. The standardization of biological data is helpful to gain an understanding
about the data before integrating them. It is paramount that data providers increase their
use of ontologies and metadata standards to facilitate data integration (Hassani-Pak &
Rawlings, 2017). Achieving a certain level of biological data unification throughout the
process of integrating bioinformatics services and tools reduces time and effort for
analyzing translational data and increases the efficiency of knowledge extraction
(Bhuvaneshwar et al., 2016). Standardization and data integration eases the process of
merging information. Bringing data into standard formats is critical, having same
information stored in many forms increase complexity and ambiguity, standardizing the
format of data enhance the quality of data making it simple to manipulate allowing
collaborative research and sharing of complex methodologies.

Many principles in information technologies have been helpful in the process of
integrating data from multiple sources (Hassani-Pak & Rawlings, 2017). Making more
data available in a linked form will simplify data integration processes and improve most
aspects of data origin. Using cutting edge technologies in information technology can be
the solution for integrating disparate biological datasets.

Result analysis in bioinformatics. Biological information is increasing
exponentially, making the process of analysis complicated. The increasing volume and
complexity of biological information demands experts to create an analytical workflow
involving multitude of steps for extraction of knowledge (Dubchak et al., 2014). The
analytical tools increase the complexity of analyzing biological data. The tools are

required in bioinformatics to help specialists to obtain results from the biological
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information. Specialists must efficiently use the biological data that are collected in large
quantities at a rapid pace. Many approaches and techniques must be considered to
achieve such a goal. With improvement in bioinformatics and life science, large amounts
of biological data can be collected (Triplet & Butler, 2014). The amount of biomedical
data being collected outweighs the amount of data that are being analyzed (Greene et al.,
2016). Specialists have developed filtering strategies to produce quality positive datasets
(Demirci & Allmer, 2017). Taking into consideration new IT techniques can be helpful to
analyze these biological data. Researchers are using cloud computing, big data, Internet
of things, or another recent technological trend to solve complex bioinformatics
problems. (Alansari et al., 2017). Specialists who analyze bioinformatics data generate
large amounts of scrambled data, which necessitates filters to enhance the quality of the
generated data. An analysis of the positive data is needed to establish machine learning
models.

The complexity of biological data and heterogeneity have introduced analysis
challenges. Many tools exist for processing bioinformatics analysis; however, these tools
require bioinformatics specialists to help with the analysis (Bhuvaneshwar et al., 2016).
A one-step system that can handle all biological data including NGS and medical images
without the need to switch from one system to another does not exist (Bhuvaneshwar et
al., 2016). Those tools need to have a user-friendly interface to ease the complicated
process of extracting knowledge from biological data (Velloso et al., 2015). Having only
bioinformaticians to process analysis results is a drawback, and life science specialists

will become dependent on the bioinformaticians with no ability to analyze and extract
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knowledge on their own. Analyzing bioinformatics data presents a bottleneck for
laboratories having a lack of technical data and software specialists (Zou et al., 2017). It
is difficult for bioinformatics laboratories to maintain the required number of
bioinformatics experts with the growing complexity of bioinformatics tools (Williams et
al., 2016). Developing bioinformatics tools that are useable by life science specialists will
improve this field. Because high-performance computers are expensive, cloud computing
is an alternative for analyzing biological information. Cloud computing allows specialists
to share all available computational resources from both time and performance point of
view. Life science specialists can use multifunctional platforms that are easy to use for
extracting knowledge and patterns from biological data.

Text mining. It is the process of analyzing huge amounts of unstructured datasets.
In the biomedical domain, the scientific community is producing huge amounts of
scientific findings, which makes it challenging for scholars to find the required
information in this large sea of knowledge (Basaldella et al., 2017). Text mining is
paramount for knowledge extraction from vast amounts of information. Text mining
technology can distil essential information from large quantities of biomedical literature
(Przybyta et al., 2016). Text-mining developers use information retrieval technics, such
as document classification and document retrieval, to select relevant documents (Huang
& Lu, 2016). Using text mining technics, specialists will find relevant information in a
fast manner. Most biomedical discoveries are written in scholarly publications. Extracting
key information from free text and converting it into structured knowledge for human

comprehension is crucial. Text mining technics are used to obtain relevant knowledge
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from the biomedical literature. Specialists can use article selection to narrow down the
search space from the entire document to the knowledge of interest.

To extract relevant information using text mining technics, the specialist must be
trained for such a complicated text because the data needs to be derived from vast
amounts of heterogeneous data. For practical knowledge extraction, researchers must be
skilled in the availability, suitability, adaptability, interoperability, and comparable
accuracy of text mining resources (Przybyta et al., 2016). Many several sophisticated
techniques are used in the text-mining process, such as using dictionaries and machine
learning to recognize known entities (Basaldella et al., 2017). Results exctracted from
biological data needs knowledgeable specialists effectively interpret the results (Przybyta
et al., 2016). Entity recognition in text mining has switched from focusing on extracting a
single entity type from scientific papers such as entity names to the use of terminological
resources for more sophisticated text-mining paradigm (Basaldella et al., 2017). Text
mining specialists must be trained in efficient information extraction using text mining
technics. Stored information is increasing sequentially and in great amounts, discovering
patterns out of this massive data is challenging and needs special technics and expertise
(Inzalkar & Sharma, 2015). Despite the power of text mining technology, the
inexperienced user finds text mining difficult, with an overload of resources, services,
tools, and frameworks, a researcher find it overwhelming to use many methods to
identify a certain pattern for his study. Without trained specialists in text mining, the
bioinformatics field will not be able to effectively use the information hidden in the vast

quantities of biological data.
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Bioinformatics challenges. The heterogeneity of biomedical data is a significant
challenge. A key determinant of data usefulness can be in many cases the availability of
additional information to evaluate a particular datasets. Specialists must be able to track
the data source and to retrieve information from the context in which the information was
generated to determine if the data can be meaningfully combined (Marti-Solano et al.,
2014). Even while combining the heterogeneous data, restrictions might be implemented
on remote resources and security concerns during the transmission over the Internet must
be dealt with (Shah et al., 2005).

Many challenges need to be addressed by bioinformaticians for more
effectiveness in this field. Bioinformatics specialists experience problems like data
quality and processes from different technology platforms, data inconsistencies,
incomplete and inaccurate knowledgebases, false discoveries, a lack of novel algorithms
for data integration, computational inefficiency, faulty data interpretation, and lack of
visualization (Zhao et al., 2015). Other challenges might also be introduced like
restrictions from remote servers, security of transmitting biological data over the Internet,
and logistics for querying distributed resources (Shah et al., 2005). Understanding the
nature of the problems in bioinformatics can be crucial in overcoming them for more
efficiency in the bioinformatics research area.

Bioinformaticians must get their tools up and running, and cloud computing can
reduce the complexity of such problems. Bioinformatics meet a range of difficulties to
get tools locally installed, running, and producing results (Velloso et al., 2015).

Specialists can use cloud computing target the problem of installing, running, and
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maintaining sophisticated bioinformatics tools directly (Souilmi et al., 2015). Specialists
can centralize bioinformatics tools using a user-friendly interface and webservices to
overcome the technical challenges in bioinformatics (Velloso et al., 2015).
Bioinformatics field specialists find it difficult to get complicated tools and platforms
running and locally installed. Centralization and webservices are helpful in installing a
sophisticated bioinformatics tool. Bioinformaticians can use centralized tools and
webservices to be more productive and avoid spending time on installation processes.
Due to the complexity of data, bioinformatics computational resources are
required for analyzing the information. Bioinformaticians require a high-performance
computer with a clustered processor, high internal bandwidth to fast storage, and software
to carry out an elaborate multiple step workflow (Hong et al., 2013). Computational and
storage limitations include the costs associated with keeping data, moving data, and
analyzing data. Traditional high-performance computer resources are expensive both in
purchase and maintenance (Miller, Zhu, & Bromberg, 2017). In an attempt to reduce
costs, research labs use different techniques to deal with their computational needs. Some
labs have their computational power, and others share machines across an institute or
outsource their computing to collaborators (Miller et al., 2017). Sharing computing
resources is an efficient cost-reduction solution because not all computational resources
are used simultaneously. Computing nodes rarely reach the often-targeted use rates of
75%- 85% consistent workload; computing usage peaks only with a high priority project

running on the cluster for a limited period (Miller et al., 2017). Distributing and sharing
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high-performance computing wisely may reduce cost and increase productivity while
analyzing biological datasets.

Next generation sequencing (NGS). NGS has evolved enormously over the
years from two perspectives efficiency and cost reduction, which resulted of generating
enormous amounts of data. The increasing amount of data is accompanied with a fast
advancement in the NGS technologies both in terms of increasing sequencing depth and
decreasing cost of whole genome sequencing (Hong et al., 2013). The decreasing cost of
sequencing, is increasing the number of sequencing projects and generated data is
enormously increasing (Reddy et al., 2015). NGS has resulted huge amounts of data
where bioinformatics stepped in. Bioinformatics used the generated data from NGS to
relate patterns and extract knowledge. After sequencing the samples, bioinformatics
implements storing management and interpreting the huge amounts of NGS data. The
data generated by NGS is enormous and complex, to extract knowledge and related
patterns from this data, a researcher needs bioinformatics best approaches. NGS is an
extremely complicated process and many fields are involved. NGS is a complex
integration of chemistry, biology, optical sensors and computer hardware and software
(Hong et al., 2013). According to Ardeshirdavani et al. (2015) the analysis of a single
whole genome is exceptionally complicated that the analysis process can take up to 50
Gb of collections of files as a result. The involvement of this number of areas is more
than proof of the complexity of the NGS. NGS platforms generate intensity data that are
determined from the image captured by their optical resources. Modern sequencing

platform generates petabytes of data (Souilmi et al., 2015). The first bioinformatics task
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in a NGS project is to analyze the image files generated by an NGS instrument to deduce
or conclude the individual bases from the intensity data, and this process is called base
calling (Hong et al., 2013). An important aspect in NGS is accuracy. Increasing accuracy
can be achieved using re-sequencing and combining multiple NGS runs. The accuracy of
sequencing is improved by increasing the depth throughout re-sequencing the same DNA
sample multiple times and combining data from multiple runs (Hong et al., 2013).
Correlating multiple studies together is much more powerful then analyzing data from a
single study (Ardeshirdavani et al., 2015). When dealing with complex and huge forms of
data, to achieve accuracy is crucial and challenging, yet in NGS accuracy can be achieved
throughout re-sequencing and combining data from multiple run, which is a trick process
yet enhance NGS results.

A challenge that NGS faces is the huge amount of data generated from
sequencing and needs to be stored; it may not be cost efficient to store this huge amount
of data. In NGS retaining raw data in the future is not practical, as the data is increasing
tremendously, it may become cheaper to sequence that to store (Hong et al., 2013). The
current challenge in NGS is analyzing this large-scale data (Souilmi et al., 2015). Re-
sequence from the original data is more practical and more cost-efficient than storing
enormous amounts of sequenced data. Even though that the data storage cost is
decreasing enormously, the NGS data storage and management remains a large portion of
institutions budgets.

Raw data and mapped reads are large files occupying significant disk storage

space. In the past sequencing was limited to a number of high importance organisms,
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with the decreasing cost of sequencing and the increasing technology associated with,
sequencing nowadays is done on a higher scale resulting huge amounts of generated data
(Reddy et al., 2015). The analysis of a single whole genome can take up to 50 Gb of
collections of files as a result (Ardeshirdavani et al., 2015). This raises significant issues
in term of computing, data storage and transfer.

Confidentiality and protecting private data is a great issue. NGS data analysis
raises challenges like how to protect the confidentiality and privacy of personal genomic
data during knowledge extraction (Ardeshirdavani et al., 2015). NGS data can be
transferred over the Internet which raises security concerns about the confidentiality of
the transferred data (Shah et al., 2005). Personal genome data is sensitive personal data,
confidentiality must be ensured at all levels and all times, and only authorized researchers
should have access to such personal data.

Another challenge is also related to data and management of the huge amounts of
data generated from NGS which the bandwidth to store is, manage and access this data.
High 1/0 bandwidth for storage and between IT components to keep up with data output
from NGS instruments as well as to allow many users to access the data simultaneously is
a huge challenge for NGS (Hong et al., 2013). When the data is massive it needs huge
bandwidth to carry enormous amounts of data over the network. It also requires higher
high-performance computing to analyze the exponentially growing biological data
(Miller, Zhu & Bromberg, 2017). Managing NGS data at such scale, and especially that
the amount of data will double every 2 years in an integrated environment will be an

increasing challenge.
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To overcome the flooded NGS generated data, cutting edge technics must be
used. Improved data management technics and infrastructures is needed urgently,
scientific community started to consider adopting cloud computing for NGS analysis,
cloud computing in NGS analysis is extremely efficient such as distributing the time-
consuming computational jobs on many cloud environments (Hong et al., 2013).
Advancement of IT technologies, such as high-performance computing and new cloud
computing solutions created new opportunities for computational biology (Miller, Zhu &
Bromberg, 2017). NGS can benefit from technological advancements and benefit from a
trending paradigm such as cloud computing to solve challenges in this field. Even that
adopting cloud computing technology can have some drawbacks such as protection of
proprietary data and unauthorized access to data stored in a public cloud. Cloud
computing solution may reduce the cost by eliminating the costly in-house IT
infrastructure development.

With the decreasing cost of sequencing, the number of sequencing projects and
the amount of sequence data generated is increasing exponentially, storing metadata
becomes inevitable for more meaningful data. The sequenced data are submitted
resources or analysis platforms it becomes paramount to document the associated
metadata in order to facilitate comparative analysis and hypothesis generation (Reddy et
al., 2015). To ensure an effective reuse of data, it has to be enriched with relevant
metadata, and converted into appropriate format for integrative knowledge management
(Marti-Solano et al., 2014). Metadata give the users the ability to look at their data and

analyze results from a whole different perspective (Reddy et al., 2015). When sequencing
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was expensive only limited number of high importance organism genomes were
sequenced, maintaining the associated information in catalog format was sufficient. But
since sequencing has become more affordable, it is now efficient to use data from
multiple sources, it became paramount to collect common metadata to these samples.
Overcoming bioinformatics challenges. The exponential growth of biological
data has introduced many challenges. Those challenges must be surpassed to advance in
the bioinformatics field. The exponential growth in data poses significant challenges for
researchers, because many bioinformatics applications requires the process to store,
access and analyze large libraries of data (Berger, Daniels & Yu, 2016). With the
extraordinary advancement in the IT, many paradigms exist to deal efficiently with
storing, managing and manipulating huge amounts of data. Cloud computing is an
approach to tackle these challenges. Google clouds and Amazon web services are
commonly used for computational biology (Berger, Daniels & Yu, 2016). Cloud
computing has many advantages, it solves high computational problems like high cost
and complex installations. Cloud computing free the researchers from maintaining their
own data centers, and provide cost saving benefits (Berger, Daniels & Yu, 2016). Cloud
computing can be extremely beneficial in computational biology even though cloud
computing does not truly address the problem of the exponential growth in omics data.
The algorithms used to extract knowledge must evolve for more efficiency in analyzing
huge amounts of data. The development of algorithms that leverage the structure of

biological data that we can make sense of biology in light of evolution (Berger, Daniels
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& Yu, 2016). The evolution of algorithms may eliminate some challenges and help
bioinformatics to attain a more mature state.
Evolution of Technology Acceptance Model

Technology is evolving. According to Moore’s law, the complexity of technology
will double every 24 months (Moore, 2006). Users may struggle to adapt to new
technology in the rapid pace of technological advancement (Venkatesh et al., 2012).
Leaders must predict user acceptance toward technologies, so they can start to identify
variables that may affect the user acceptance for a particular technology. TAM was
introduced by Davis (1989) where he determined that behavior intention and attitude
toward using a system influence the actual use of the system.

Theoreticians have found that the performance of a user can be influenced by
many factors. Davis studied the influence of external factors on a person’s performance
that played a role in changing the perceptions and behaviors of people towards the use of
a technology (Davis, 1989). Davis (1989) determined that the attitude and perceptions of
a user will directly affect the system usability. According to the TAM, the user’s
acceptance of a system is determined by two factors: perceived usefulness and perceived
ease of use (Davis et al., 1989). TAM has been used to predict users’ acceptance toward a
technology and the actual use of this technology (Venkatesh et al., 2012). Researchers
modified TAM according to their research objectives (Masood & Lodhi, 2016). TAM is
applicable for