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#### Abstract

Twenty percent of the 2013-2014 sophomore class at a Washington high school was failing high-stakes tests, making these students ineligible to graduate. In an attempt to help students identify their academic proficiency with respect to the Common Core Curricular Standards 9 months before the high-stakes exam, the high school recently introduced the adaptive diagnostic software i-Ready. Cognitive learning theories comprised the framework for this study, which posit that learning is dependent on previous knowledge and central to measuring performance levels. The purpose of this quantitative correlational project study was to examine whether $10^{\text {th }}$ grade students' achievement on i-Ready math scores $(N=220)$ could predict the subsequent high-stakes mathematics scores on the End of Course Exam while controlling for gender, ethnicity, and socioeconomic status. The i-Ready emerged as a statistically significant predictor of the End of Course Exam scores with $\beta=.64$ ( $p<.001$ ), explaining $R^{2}=.43$ of the criterion variance. Gender, ethnicity, and socioeconomic status had no significant moderating influence. The project deliverable as a result of this study was a position paper advising the use of the i-Ready as a predictor for the End of Course Exam at the high school under study. The implications for positive social change include allowing educators to use the i-Ready as an early warning system for students in danger of failing high-stakes exams. This study may help identify students at risk of not graduating who could benefit from instructional support.
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## Section 1: The Problem

High-stakes testing has not been shown to be sufficient for its intended purpose of increasing academic success, providing equal access to quality education, or closing the achievement gap (Berliner, 2011). Since 2005, 4 out of 10 students have failed at least one section of their state's standardized tests nationally (Ravitch, 2016). High-stakes tests also have unintended consequences, including narrowing the curriculum, increased anxiety among students, and broadening the achievement gap among minority students in favor of White male students (Ruecker, 2013; Seymour \& Garrison, 2015; von der Embse \& Witmer, 2014). This study focused on high-stakes testing and attempted to predict which students were in danger of failing high-stakes tests at Evergreen High School (EHS, pseudonym). In the next section, I define the problem at a local school, provide justification for investigating the problem, and state the research question guiding this study. I also discuss the literature that (a) provides the theoretical framework for the study, and (b) include a description of the impact of high-stakes testing on schools and how it has impacted local communities. I also included implications for social change.

## The Local Problem

Students are failing high-stakes tests at an alarmingly high rate (Nichols, Glass, \& Berliner, 2012). At the state level, students’ failure to pass these tests may significantly impact a student's ability to graduate. Students, parents, and educators need a method to identify students who are in danger of failing the high-stakes tests. In Washington State, $20 \%$ of the 2013-2014 sophomore class did not pass the mathematics portion, $23 \%$ failed the science section, and $14 \%$ failed the English section of the test (Office of

Superintendent of Public Instruction [OSPI], 2016). In the same year, 24\% of the students in Washington State did not graduate. These students may have completed all coursework needed to graduate, obtained the necessary amount of credits, but due to the educational reform, the No Child Left Behind Act of 2001 (NCLB, 2002), they failed to demonstrate the knowledge required for a high school diploma (Daun-Barnett \& St. John, 2012; Nichols et al., 2012). To assist students identify their academic proficiency with respect to the Common Core Curricular Standards at EHS, educators administered the i-Ready to all sophomore students in the fall, nine months before the End of Course Exam (EOCE). The i-Ready is a multiple-choice computerized adaptive diagnostic (CAD), a screening tool which assesses the same performance standards as the EOCE and measures the specific content knowledge and skills needed to pass the EOCE (Smarter Balanced Assessment Consortium, 2016).

## Rationale

Students who fail high-stakes tests create a significant burden on the State of Washington: They are either delayed or prevented from graduating. Students must pass all portions of their high-stakes tests, including the mathematics EOCE, by the end of their sophomore year to be eligible for graduation. In the 2013-2014 year in the state of Washington, 16,000 sophomore students did not pass the mathematics portion of the EOCE, which meant $20 \%$ of the sophomore class had to retake at least one portion of their high-stakes tests to graduate. Students who failed will have one chance to retake the test in their junior year, and once again in their senior year if they fail a second time. This setback dramatically slows the process of graduation, reduces students’ self-confidence,
and strains schools and teachers. It means they cannot teach diverse, creative content because they need to focus their efforts on "teaching to the test" (Jennings \& Bearak, 2014, p. 381). Students who do not pass these exams may be moving through the educational system without any method to determine if they lack the level of knowledge needed to succeed when taking certain high-stakes tests.

Therefore, educational stakeholders are currently in need of methods to detect students who are not likely to pass the EOCE. A critical tool that educators in Washington State use is the i-Ready, a form of progress monitoring. Though progress monitoring was created to evaluate students’ academic progress over time, diagnosis of learning disabilities, and students at risk of failure (Stevenson, 2015), no study was found that directly compares the relationship of progress monitoring measures and high-stakes tests at the high school level. Exploring the relationship between progress monitoring and high-stakes tests as a method to see whether success on the i-Ready is related to success on the high-stakes tests could be beneficial to educational stakeholders. The application of research-based mathematics support systems for $10^{\text {th }}$ grade students with low i-Ready scores might improve their mathematics skills, thus increasing their high-stakes test scores. Educators could frequently administer progress monitoring methods, such as the i-Ready. in class and quickly monitor student progress to determine which students might need intervention(s) before taking the EOCE (Hunley, Davies, \& Miller, 2013).

If a student fails a high-stakes test, some research suggests that she will continue to fail the same exam without an intervention method to determine her level of knowledge (Miller, Bell, \& McCallum, 2015; Singh, Märtsin, \& Glasswell, 2015).

Currently, there is no such intervention method in one school district in the Northwestern United States, and researchers have not yet conducted such a study at the high school level in mathematics. In this study, I sought to determine if there was a relationship between a progress-monitoring measure and a high-stakes mathematics exam at one high school to establish a method that educators could use to provide students with the knowledge needed to pass their high-stakes tests, thereby reducing the probability of failure.

Previous studies have established that gender, ethnicity, and socioeconomic status (SES) could influence test scores as well (Berliner, 2011; Dixon-Román, Everson, \& McArdle, 2013; Kearns, 2016). Researchers commonly refer to the moderation effect between test scores that often fall under this demographic data as the achievement gap (Freire, 1970). In this study, I sought to determine if the differences between gender, ethnicity, and SES might account for any differences between the test scores of the iReady and the EOCE.

## Evidence of the Problem at the Local Level

At EHS, the passing rate for the mathematics EOCE was 60\%, compared with 80\% at the state level. EHS has consistently scored low, and the passing rate has decreased 5\% since 2011 (OSPI, 2016). Approximately 30\% of students fail to graduate on time. There could be many factors that cause EHS to perform lower than other schools, but student ethnicity and low SES could impact scores (Huang, 2015). At EHS, 70\% percent of students live below the national poverty line; 25\% are Hispanic, 20\% Black, $20 \%$ Asian and $10 \%$ Pacific Islander or two or more other races (OSPI, 2016). In
keeping with the national trend, these students consistently score at a $30 \%$ lower rate on high-stakes tests than White students above the poverty line (Nichols et al., 2012).

## Evidence of the Problem from the Professional Literature

Many factors contribute to why students struggle with high-stakes testing. These exams and their consequences may lead to an increase in student testing anxiety, which can severely affect their emotional and cognitive ability to adequately perform on the tests (Kearns, 2016). Without accountability methods in place, these tests may be showing inadequacies between schools, lack of support for educators, and a failure to align curriculums to the tests (Mora, 2011; Nichols et al., 2011; Starr \& Spellings, 2014). Though education reforms that mandate tests such as NCLB were designed to provide educational equality, minority and low SES students face negative impacts the strongest, showing that high-stakes testing has further excluded these groups of students rather than supported them (Kettler, Russel, \& Puryear, 2015; Ruecker, 2013). High-stakes tests may also raise dropout rates, delay graduation, and encourage students to drop out (Huddleston, 2014).

Nationally, there is evidence of a substantial achievement gap (Huang, 2015).
Research has shown White students have performed continuously better on standardized tests than Black and Hispanic students; high SES students have scored higher than low SES students; and test anxiety has a correlation to poverty (Huang, 2015; Nichols et al., 2011; Nichols \& Valenzuela, 2015). As a result, teachers have begun narrowing the curriculum, eliminating elective classes, and limiting creative outlets for students specifically in low SES and minority-rich schools, thus creating further inequalities
(Birdwell, 2012; Jennings \& Bearak, 2014; West, 2012). Currently, there is no method of determining which students may be in danger of failing high-stakes tests until after they have either passed or failed the exam in question (Hunley et al., 2013). In this study, I sought to compare the relationship between the i-Ready, a computerized adaptive diagnostic (CAD) screening tool and the mathematics EOCE. Since I found a correlation, it could provide teachers and administrators with a method that can track student progress in the critical skills needed for their high-stakes tests (Kirkham \& Lamley, 2014).

## Definition of Terms

End of Course Exam: Washington State's standardized assessment for $10^{\text {th }}$ graders in mathematics, English Language Arts, and Science. It is used to determine if a student is eligible to receive a diploma. This assessment measures student's progress toward meeting Washington’s Common Core State Standards (OSPI, 2016).

Common Core Curricular Standards: A national educational initiative that specifies the grade-level content for English Language Arts, mathematics, and science and seeks to establish unified benchmarks of knowledge for every student in the United States (Common Core State Standards Initiative, 2010).

Progress Monitoring: A method of assessing student performance towards academic goals using curriculum-based assessments of computerized adaptive diagnostics that measure student progress on a regular basis (Hosp \& Hosp, 2003).

Curriculum-Based Measures: Brief curriculum-based tests given to students regularly with the goal of monitoring their progress toward mastery of a content skill (Fuchs \& Deno, 1981).

Computerized Adaptive Diagnostics: A computer-based assessment that adjusts to the level of knowledge of the student using item response theory (IRT). IRT is a method that predicts a student's ability to achieve a score based on unobservable latent traits such as aptitude, achievement, and personality (Rasch, 1960; Mao \& Xin, 2013; Wainer et al., 2000).

The Achievement Gap: A lingering disparity of grade point average, drop-out rates, standardized test scores, and college enrollment that researchers define by gender, ethnicity and low SES groups (Freire, 1970). Many researchers argue that the achievement gap has broadened with educational reforms such as NCLB (Huang, 2015; Morris, 2015).

No Child Left Behind Act: A national initiative that governed K-12 education. NCLB required that educators evaluate every student through the use of standardized examinations, placing an emphasis on a narrowed curriculum at a national level by establishing sanctions for low-performing schools (NCLB, 2002).

Every Student Succeeds Act: The federal replacement of NCLB, the ESSA removes sanctions on schools but places a continued emphasis of annual statewide standardized assessments of all students (Every Student Succeeds Act [ESSA], 2015).

## Significance of the Study

In this study, I supported Walden’s mission of positive social change by recognizing the lack of high-stakes test failure prevention measures. Despite some promising research conducted at the elementary level, the research involving the utilization of progress monitoring measures for test prediction at the high school level is
negligible, particularly in the field of math which has the highest failure rate both at the local and national level (Codding, Petscheder, \& Truckenmiller, 2015). In this study, I attempted to give a valuable tool for educators at the secondary level by providing them with the ability to know which students might be in danger of failing these standardized exams before they take them, thereby giving educators the opportunity to employ additional academic support and remediation to students in danger of failing. The results of the study could have the potential to create positive social change by giving schools new tools to address the needs of students who may be in danger of failing high-stakes tests. This reduction could help reduce learner anxiety, prevent further narrowing of the school curriculum, lessen the achievement gap, and provide meaningful discussion on the effects of high-stakes testing.

In this project study, I focused on the lack of student failure prediction methods for the high-stakes tests that are required for graduation from high school. The significance of this research study is to establish a method of predicting performance on the EOCE required for graduation using progress monitoring measures. Progress monitoring measures offer diagnostic information to help understand student growth, create equitable learning practices, and close the achievement gap.

## Research Questions and Hypotheses

The purpose of this study was to determine if there is a significant relationship between achievement in mathematics on the i-Ready and achievement in mathematics on the EOCE. The guiding research question for this study was as follows: "Does a statistically significant correlation exist between student achievement scores in
mathematics on the i-Ready and student achievement scores in mathematics on the EOCE?" By analyzing demographic data in addition to the two tests, the goal was to determine the i-Ready's ability to predict success on the EOCE. Consequently, the following research questions guided this study. The following hypotheses were tested to answer these research questions:

RQ1: Does the i-Ready score predict mathematics scores on the EOCE? $H_{01}$ The i-Ready score does not predict EOCE scores. $H a_{1}$ The i-Ready score predicts EOCE scores.

RQ2: Do gender, ethnicity, and socioeconomic status moderate the relationship between i-Ready scores and mathematics scores on the EOCE? $H_{02}$ Gender, ethnicity, and socioeconomic status do not moderate the relationship between the i-Ready score and EOCE scores. $H \mathrm{a}_{2}$ Gender, ethnicity, and socioeconomic status moderate the relationship between the i-Ready score and EOCE scores.

The next subsection of the study establishes the theoretical framework and includes a literature review for supporting the research questions for the study.

## Review of the Literature

The Every Student Succeeds Act (ESSA, formerly NCLB) is an educational reform intended to improve student achievement (ESSA, 2015). According to this regulation, public schools must pay a significant amount of money and attention to administer high-stakes tests. Teachers must put forth substantial effort outside of classes
and their curriculum to prevent students from failing tests and thus prevent sanctions to both the students and the school.

In the literature review section, I address these problems and discuss cognitive learning theories and how they relate to high-stakes testing and progress monitoring. Additionally, this literature review describes high-stakes testing and current resources related to high-stakes testing's effect on teaching. Lastly, I discuss progress monitoring as a means to predict test scores on standardized exams. To find information on these categories, I used the ERIC database. with the following terms: high-stakes testing, the impact of high-stakes testing on teaching, curriculum-based measures, computerized adaptive diagnostics, progress monitoring, and cognitive learning theory. Within ERIC, there were many relevant, peer-reviewed sources conducted within the last 5 years. I used information dating back to 1951 for foundational purposes. These sources provided this study with a more informed perspective of high-stakes testing and its relationship to teaching, as well as information about possible prevention measures and current gaps in the literature.

## Theoretical Foundation

Piaget's (1954) theory of constructivism formed the basis for this study. Constructivism, according to Piaget, concerned how humans create meaning based on their relationship to their environments by building upon prior knowledge. Piaget's cognitive constructivism indicates that student activation of prior knowledge is necessary to solve new problems. Piaget's theories suggested that learning is structured as levels
and is not random or a constant, which implied that these levels could be measured (Gray, 1978).

Piaget was a developmental psychologist who believed that knowledge is the ability to adapt to survive in an environment (Piaget, 1964). When humans face a challenge with information that contradicts prior knowledge, they must adapt prior knowledge to return to a state of balance with the environment. This adapting, or assimilation of knowledge, is an often unconscious, invisible action in which the mind constructs meaning. In relationship to this study, Piaget implies that students possess various levels of knowledge that differs depending on their experiences (Piaget, 1959). Cognitive structures of learners do not change without an external stimulus, which suggests that these structures can go a period without changing beyond certain thresholds (Piaget, 1951). In following with this theory, researchers have been able to measure levels of knowledge (Incantalupo, Treagust, \& Koul, 2014; Kara, 2015), as well as use those levels to predict future outcomes of examinations (Campbell, Espin, \& McMaster, 2013; Miller et al., 2015; Shapiro, Dennis, \& Fu, 2015).

Piaget's theory of constructivism carries many implications for education and testing, and establishes a paradigm for teaching and learning (Slavin \& Davis, 2006). In relationship to this study, constructivism implies that assessments such as curriculumbased measures (CBMs) hold measurable information about the learner’s level of knowledge that could predict the outcome of high-stakes tests (Codding et al., 2015; McGlinchey \& Hixson, 2004; O’Malley \& Pierce, 1996). Constructivism posits that knowledge functions in levels and suggests that these levels can be measured, and it may
be possible to use tools designed to identify their level of comprehension (such as the iReady) to predict proficiency on high-stakes tests (Shapiro, Solari, \& Petsher, 2008).

In the same line, Vygotsky's contributions to constructivism form the second part of this study's theoretical framework through expanding cognitive constructivism to a learner’s social environment. Vygotsky (1978) theorized that cognitive development was intrinsically related to a learner's social environment. Students learn based upon social constructs of meaning that are established by adults and peers. For Vygotsky, cultural forces cause the motivation to change or grow (Vygotsky, 1986). Vygotsky theorized the model of the Zone of Proximal Development, which establishes a structure of proximity among the most challenging activity a student can accomplish alone and the most challenging activity they can do with assistance (Vygotsky, 1978). In relationship to this study, Vygotsky's theories frame the notion that with a method of predicting student failure rates of standardized examinations, educators can utilize the Zone of Proximal Development to take measures to improve student performance on high-stakes test scores.

Similarly, the theories of Ausubel (1960) form the third part of this study's theoretical framework by applying constructivism to personal relevance. Ausubel theorized that for learning to be effective, it must be meaningful to the learner. Ausubel theorized that leaners used advanced organizers, or relevant, abstract ideas that allow students to draw upon prior knowledge to help relate it to new material (Ausubel, 1960; Ausubel \& Fitzgerald, 1962). Meaningful learning, as opposed to rote learning, is the integration of new thoughts into current cognitive configurations, anchored by prior
knowledge. Ausubel believed new material should relate to the learner's existing knowledge and be presented clearly to best connect new material into preexisting mental structures (Ausubel, 1960). Like Piaget and Vygotsky, Ausubel felt that students were not blank slates and that learning progressed in a structure, or level, of knowledge before connecting to a new level. In relationship to this study, Ausubel demonstrates a linear instructional method using advanced organizers, suggesting that prior learning and new knowledge connect to one another through assimilation. Developing a method of predicting the performance on high-stakes tests for students at the high school level would provide educators with the opportunity to develop the advance organizers necessary to connect new concepts needed to achieve success for students, thereby reducing the failure rate on high-stakes tests.

The theories of Anderson (1984), Gagné (1979), and Rumelhart (1980) comprised the fourth part of this study's theoretical framework. These theorists all gave significant contributions to schema theory, which provides a mental representation of knowledge, often drawing comparisons of the human mind to the processing of a computer, storing data into memory. According to schema theory, schemas (or schemata) are units of knowledge that are stored onto empty files, or shelves, in the brain. Schema theory explains how prior knowledge is organized into long-term memory and focuses on the job prior knowledge plays in processing new knowledge. In relationship to this study, schema theory is similar to constructivism, which implies that knowledge works in levels, and these levels remain constant until they are changed much in the manner a computer processes information.

The teachings of Bloom completed this study's theoretical framework. Bloom (1956) integrated the teachings of Piaget and Vygotsky in part to form Bloom’s taxonomy, which is a visual, tiered structure of organizing levels of thinking that progress in complexity. According to this theory, having established prior knowledge is an essential step before springing to the next level. Bloom's taxonomy illustrates that students who fail high-stakes tests sometimes have not achieved the sufficient knowledge levels needed to achieve success on these tests while providing a design for instructional planning for educators to guide students through the processes necessary to progress to the required knowledge levels (Krathwohl, 2002). Bloom's theory argues that achievement is contingent on prior knowledge and that knowledge works in levels that will not change before assimilation of new information, which implies that these levels can be measured to predict the outcomes of high-stakes test scores.

## Review of the Broader Problem

High-stakes tests are a method of assessment that students, teachers, school districts, and states use to measure a learner's ability and enforce academic accountability (Brennan, 2015). Data found from high-stakes tests can impact decisions at the high school level, such as grade retention, school curriculum, and student graduation (Hursh, 2013). There are many ways to assess, monitor, and evaluate students, however educational reforms such as No Child Left Behind (NCLB, 2002), and the more recent Every Student Succeeds Act (ESSA, 2015) place importance on high-stakes testing as the proprietary method of educational progress (Neely, 2015). High-stakes testing is conducted using standardized tests that are administered uniformly to students throughout
every state in the United States in the $4^{\text {th }}$ and $8^{\text {th }}$ grades as well as the high school level (ESSA, 2015). These examinations are summative and are typically administered at the culmination of a course to assess if a student has mastered the content of a corresponding class, subject, or unit (Lit \& Lotan, 2013). Many scholars agree that assessment is a vital element of education (Dessoff, 2012; Finn \& Roediger, 2013; Marzano \& Heflebower, 2011). The discussion among scholars has recently shifted towards how high-stakes tests play a role in education, and how they have impacted the classroom (Conley, 2015; Harland, McLean, Wass, Miller, \& Sim, 2015; Huang, 2015).

To meet federal and state legislation, Washington State has initiated the use of high-stakes tests including EOCE in the elementary and middle school grades, and at the end of certain classes in $9^{\text {th }}$ and $10^{\text {th }}$ grade (OSPI, 2016). The EOCE is a high-stakes test designed to provide summative data and is used determine if a student is eligible for graduation. If students do not pass the EOCE in the $10^{\text {th }}$ grade, they are expected to retake it and pass by $12^{\text {th }}$ grade (OSPI, 2016). Teachers administer the EOCE at the end of four courses including $9^{\text {th }}$ grade Math I, $10^{\text {th }}$ grade Math II, Biology, and English Language Arts. These high-stakes tests provide assessment data used to fulfill adequate yearly progress requirements by ensuring that students meet established performance standards (OSPI, 2016). While high-stakes testing has brought about a means of monitoring student performance, they have been fraught with extensive amounts of criticism for many reasons (Minarechová, 2012).

## The Impact of High-Stakes Tests on Teaching

Current research notes several adverse effects of high-stakes tests. Many scholars argue educational reforms such as NCLB and ESSA have endangered the democratic mission of education, destabilized the agency of school curriculums, and created undue amounts of anxiety upon school communities (Birdwell, 2012; Brennan, 2015). One of the most common results of standardized tests is curriculum narrowing, or the displacement of other subjects including the arts, technical education programs, physical education, and literature (Backer \& Lewis, 2015; Berliner, 2011; Jennings \& Bearak, 2014; Polesel, Rice, \& Dulfur, 2014). Excessive test preparation for standardized exams can lead to a lack of connection with the content, and boredom with school (Mora, 2011). With accumulative pressure to only teach what is on each test, the classroom becomes increasingly scripted, less creative, and provides little opportunity for diversity, personal exploration, and discovery (Au, 2011; Becker, 2015; Thompson \& Allen, 2012). Highstakes testing determines academic success (Erskine, 2014), and schools that do not meet adequate yearly progress requirements have had music, art, poetry, and physical education classes either greatly diminished or entirely removed from their schools (Dymoke, 2012; West, 2012). Other classes more traditionally thought of as core subjects such as history have also had their curriculums significantly narrowed, rendering a curriculum lacking in engaging content (Maranto, 2015; Starr, 2012). In numerous states, as many as five or more high-stakes tests are required to graduate (Hursh, 2013). Highstakes testing can create many logistical issues that can impede the learning process, such as requiring time outside of classes to study and take the tests. If failure to pass occurs,
students may repeat this cycle of testing without academic intervention (Duan-Barnett \& St. John, 2012; Newhouse \& Terricone, 2014; Nichols \& Valenzuela, 2013). Some researchers argue that high-stakes testing has failed to generate evidence that it improves student grades or dropout rates. (Nichols et al., 2012).

The National Association of Educational Progress (NEAP) suggested that minority and low SES students have consistently been scoring $30 \%$ lower than White male students (Nichols et al., 2012). One of NCLB initiatives was to offer an equal chance for all students to succeed academically (NCLB, 2002). Due to the threat of sanctions schools could receive based on test performance, and the reallocation of funds to schools that perform better than others, the resulting effect has been further school inequity (Lewis \& Hardy, 2015; Starr, 2012). Some scholars contend that high-stakes testing assumes an environment of meritocracy or the notion that every student taking the tests is afforded the same opportunities to learn the required material (Cornelius, 2011; Ydesen, 2014). Tests are not entirely equal and can reflect biases that favor specific ethnicities, cultures, or genders (Ford \& Yelms, 2012). There are also socioeconomic factors that influence a student's access to education. Schools that initially perform low will often face sanctions in the form of a decrease in funding, staffing, and supplemental support (Young \& Cox, 2014). This deficit reproduces a lack of resources to our most vulnerable students (Huddleston, 2014; Yell, Katsiyannis, Collins, \& Losinski, 2012). Achievement gaps in test scores have shown to correspond with higher drop-out rates among minority students versus White males, indicating that these tests may be adding to the inequality that they measure ( $\mathrm{Au}, 2013$ ). Having to re-test students, along with higher
dropout and re-enrollment rates create additional challenges to school funding and distribution of resources for all students (Barrat, Berliner, \& Fong, 2012). From 2005 to 2015, minority students graduated at a rate of $48 \%$ to $75 \%$, consistently $10-30 \%$ lower than White male students (Thompson \& Allen, 2012). Minority-dense schools, such as schools in urban settings, are correlated with less student funding which in effect has led to teacher shortages for minority students (Dixon-Román et al., 2013, Kettler et al., 2015). In relationship to the minority achievement gap, standardized test scores show that low SES also affects student performance (Kettler et al., 2015; Reucker, 2013). While the ESSA enacted re-authorization of mandated standardized exams, researchers suggest that the achievement gap is widening at a national level (ESSA, 2015; Huang, 2015). Standardized testing, particularly in low SES and minority-rich schools are thought by some to be a failure in educational policy, and research has demonstrated a link between inequality in income and inequality in education (Berliner, 2013; Dixon-Román et al., 2013; Kearns, 2016).

The lack of ability and resources to pass high-stakes tests could create an inordinate amount of pressure on students and educators. Without methods to intervene, measure, or prevent the continued testing failure, students at schools with low tests scores often feel an excessive amount of test anxiety (von der Embse \& Witmer, 2014). Test anxiety has been reported to be significantly high in response to high-stakes tests (Segool, Carlson, Goforth, von der Embse, \& Barterian, 2013). The daunting prospect of having to pass five or more high-stakes tests, without the ability to predict their performance, creates low levels of student engagement, motivation, and student self-efficacy (Tempel
\& Neuman, 2014; Ünal-Karagüven, 2015). These behavioral changes are of concern because they affect more than just a student's performance on a test, but also their view of what education is and the role it plays in their lives (Brennan, 2015). Some scholars argue that high-stakes testing impairs learning rather than improving it (Davis \& Chan, 2015; Finn \& Roediger, 2013).

Standardized, high-stakes testing has become the chief determinant of educational performance and success both for students and schools (Mitra, Mann, \& Hlavacik, 2016). At the high school level, these tests determine the eligibility for student graduation. At EHS, there is currently no method to predict how students will perform on these exams. This study sought to mitigate the disparity of research by determining if progress monitoring methods will identify students that may need interventions to avoid failing these tests, thereby increasing the graduation rate and providing better educational equity.

## Progress Monitoring

The repeated collection of student data over time, or progress monitoring, has allowed educators to identify and address gaps in learning. Educators created progress monitoring as a way to monitor teaching (Deno, Fuchs, Marston, \& Shin, 2001; Hosp, Hosp, \& Howell, 2007; Johnson, Jenkins, \& Petscher, 2010). Progress monitoring has more recently developed into a method of collecting data for a broader range of applications, such as response to intervention, special education referral, curriculum alignment, and some forms of test prediction (Maier et al., 2016; Van Norman \& Christ, 2016).

A CBM is one method used for progress monitoring. In the 1970s and 1980s, the Institute for Research on Learning Disabilities developed measurement to detect alignment of instructional effectiveness and curricular instruction for use with elementary students in reading, written expression, and mathematics, resulting in CBMs (Espin et al., 2013). CBMs are assessments that measure specific skills demonstrated by students in the classroom, as opposed to high-stakes tests which measure a student's broad understanding of a curriculum (Hauerwas, Brown, \& Scott, 2013). CBMs are designed to indicate general performance in a given academic area and must be short in length, easy to dispense and grade, and repeatable (Campbell et al., 2013; Deno, 1985). CBMs must also be valid and reliable to provide meaningful indicators for educators (Hosp, Hensley, Huddle, \& Ford; 2014). Researchers demonstrated that CBMs could be useful for identifying students with learning disabilities (Jenkins, Schulze, Marti, \& Harbaugh, 2017; Marston, Mirkin, \& Deno, 1984), and was a significant factor in creating interventions for remedial learning and alternative testing (Fuchs \& Fuchs, 1992). Early research found that CBMs were useful in working with students who struggled with basic concepts (Fuchs, Hamlett, \& Stecker, 1991) and that educators could use the tool with general student populations (Marston, Deno, Kim, Diment, \& Rogers, 1995). The reading CBM is the most common version of this instrument (Ball \& Christ, 2012). Typically, reading CBMs are timed assessments of oral reading fluency that can be administered either individually or in group settings.

CBMs, though developed in the 1970s, have come back to the forefront as a means to help meet the requirements mandated by high-stakes testing (Hosp \& Hosp,
2003). Scholars conducted CBM research in reading, writing, and mathematics at the elementary level (Codding, Mercer, Connell, Fiorello, \& Kleinert, 2016; Hensley, Rankin, \& Hosp, 2017; McMaster et al., 2017). CBM indicators such as oral reading fluency were initially not found to be suitable methods of writing proficiency for high school students (Parker, Tindal, \& Hasbrouck, 1991). Over time, researchers found that more comprehensive CBMs could predict competence at the high school levels (Espin, 1999). More recently, educators have used mathematics CBMs for the progress monitoring that measures computations and concepts (Fuchs \& Fuchs, 2006). A growing amount of research shows CBMs in math are reliable and valid screening measures for predicting performance on high-stakes tests in mathematics (Fuchs \& Fuchs, 2007; Keller-Margulis, Shapiro, \& Hintze, 2008).

An emerging form of progress monitoring is the use of computer adaptive diagnostics (CAD). CADs are the testing of students using a computer with each successive question changing depending on the accuracy of each student's answer to the previous question (Shapiro et al., 2015). CADs are built using item response theory (IRT), a theory based on item-level responses which continually adjusts the test items, as opposed to static tests such as traditional CBMs (Petscher, Mitchell, \& Foorman, 2015). A CAD is structured on learning progressions of skill competencies as defined by curriculum standards that span across grade levels (Shapiro, 2014).

CADs adapt on student ability, which can then be modeled to demonstrate student growth levels and can measure the accuracy of response as alongside the timing of a response in contrast to a test or traditional CBM. CADs can increase test efficiency,
optimize test length, and increase the security of testing (Latu \& Chapman, 2002). CADs can be used to estimate more extensive ranges of ability since IRT demonstrates a relationship between an item and ability or trait of the student (Lazendic \& Martin, 2018). CADs might provide better testing methods and procedures for predicting what students may do on test scores by using the IRT ability scales. Some researchers suggest that CADs have better validity, reliability, and flexibility than other large testing instruments.

The results of some studies suggest that CADs have demonstrated strong relationships alongside traditional CBMs with high-stakes test scores as a method of prediction (Shapiro et al., 2015). Some researchers analyzed the value of data on progress monitoring, both for CBMs and CADs. Many of the studies that attempt to predict student outcomes depend on the degree to which slope or rate of change predicts outcomes of student exams (Miller et al., 2015). In this study, I sought to extend to the review of literature related to progress monitoring and high-stakes testing, which I summarized in the next section.

## Using Progress Monitoring for Test Prediction

In this study, I examined the relationship of student performance on the i-Ready and performance on the EOCE. Researchers have conducted tests on the validity of CADs as predictors of high-stakes tests (Good, Simmons, \& Kameenui, 2001; Hintze \& Silberglitt, 2005; Roehrig, Petscher, Nettles, Hudson, \& Torgesen, 2008; Stage \& Jacobsen, 2001). Very few studies have been conducted at the secondary levels (Speer, King, \& Howell, 2015), and there is a gap in the literature regarding this field of research
in mathematics scores. There are no published studies on the relationship between CBMs or CAD's and performance on Washington State's EOCE.

Researchers conducted one of the first prediction studies using CBMs in 2001 (Crawford, Tindal, \& Stieber, 2001). A sample of 51 students from a rural school in the Northwest United States comprised the study. Researchers administered CBM for two years and then collected for second and third grade students. Moderate but significant correlations were demonstrated using standardized test scores in reading and CBM scores at the second and third grades, at $r=.66$ and $r=.60$ correspondingly.

Additionally, researchers conducted a study between CBMs and high-stakes test scores in 2001 using 173 fourth grade students (Stage \& Jacobsen, 2001). A growth curve analysis was conducted to establish a relationship between reading CBMs and highstakes test scores in the Northwestern United States. The study found that CBMs reliably predict test scores by using CBMs administered in September to predict test scores in May. All ANOVAs were statistically significant at $F(2,170) \geq 29, p<.0001$. Results indicated that researchers could use prediction methods using CBMs for providing additional academic support to students in need.

Concurrently, researchers conducted a study in 2001 examining the strength of the relationship of CBMs and the high-stakes test in reading for grades K-3 (Good et al., 2001). The researchers explored predictive validity using a correlational study. The researchers found a significant correlation, between CBMs and the exam results, finding $96 \%$ of 198 students that met the CBM benchmark of proficiency met or exceeded expectations on the exam. Forty-six percent of students scored below the level of
proficiency on the CBM and $28 \%$ of those students met expectations on the exam. These studies serve to suggest that there may be a relationship between CBMs and standardized exams.

Alongside these studies, in 2007 researchers evaluated the relationship between CBMs, a standardized exam in English Language Arts and the Stanford Achievement Test for third grade English students (Roehrig et al., 2008). The researchers found high correlations between winter CBM scores and both outcome measures (.70-.71). When recalibrated with ROC curves, the cut scores increased by 1.7\%, signifying that a large number of the student population had increased scores. While the prominent research was made establishing a relationship between CBMs and high-stakes tests, these early studies focused on elementary students, and in the field of reading only.

In another recent study, researchers assessed CBM scores as predictors for highstakes tests in reading for 448 third grade students in the Southeastern United States using a correlational method (Miller et al., 2015). The results indicated strong predictive performance with a correlation coefficient of $r=.58, p<.001$. The results of the study suggested that researchers could use progress monitoring CBMs to predict the scores on high-stakes tests. Additionally, researchers have conducted more extensive studies with CBMs and high-stakes test scores in math and reading at the elementary level.

Researchers conducted a study at the elementary level comparing CBMs to highstakes math and reading tests with 1,242 third grade students across three years in a correlational study in the Southeastern United States (Bell, Taylor, McCallum, Coles, \& Hays, 2015). The results indicated that all interrelations among the CBMs were
statistically significant, with moderate correlations for reading ( $r=.55$ ) and math ( $r=$ .47). Implications concluded that comprehensive techniques should be used to identify atrisk students.

Additionally, some researchers have assessed elementary English Language Learner (ELL) students. In 2009, a study was conducted using correlations between CBMs and standardized assessments for fifth grade ELL students (Muyskens, Betts, Lau, \& Marston, 2009). The study utilized logistic regression analysis. The study found that the CBM was a substantial predictor of ELL student performance on high-stakes tests, as well as some individual language groups with an approximate classification percentage power of $75 \%$.

In contrast with the work assessing reading and writing comprehension, researchers examined mathematics test prediction using CBMs. In 2014 researchers conducted one of the first studies comparing math CBMs and high-stakes tests in mathematics (Jitendra, Dupuis, \& Zaslofsky, 2014). The study used 136 third grade math students in a correlational study. Results showed that the CBM demonstrated significant predictive validity with correlations ranging from $r=.67$ to .71 . Implications for practice suggest further assessment of this type of data, as well as using interventions for students.

In another recent study, researchers investigated CADs and CBMs in relationship to an assessment in mathematics for third, fourth, and fifth grade students in the Northeastern United States (Shapiro et al., 2015). In this study, researchers attempted to determine the degree to which slope or rate of change predicted student outcomes for both CADs and CBMs. The researchers assessed scores of 250 students using two
hierarchical linear models and compared both methods of progress monitoring to highstakes test scores. The results indicated significant positive linear slopes throughout measurement and found both progress monitoring methods to be significant predictors of success on mathematics test scores, with a slight advantage for CADs. Implications included the need for addressing the literature gap in research regarding progress monitoring for mathematics and finding that both methods were capable of predicting performance in early grades. This study also addressed the gap in the literature regarding the emerging use of CADs, noting that more research is needed.

In conjunction with these studies, researchers assessed CBMs with standardized exams for students that have low SES. In 2014, a study investigated the relationship between a fall, winter, and spring CBMs and a standardized exam for third graders in reading in the Southern United States using multiple regression analysis (Kirkham \& Lampley, 2014). Roughly 47\% were of low SES. The study found a robust predictive relationship between the CBM and exam scores. The zero correlations in this study ranged from $r=.70$ to .74 , indicating a strong positive relationship.

Alongside studies that assess elementary students, there has been some work done in the intermediate grades. In 2013, researchers conducted one of the first studies that investigated the relationship between CBMs and test scores for middle school students (Hunley et al., 2013). The researchers used 75 middle school students that were assessed with a CBM before they took a standardized exam in reading using correlational analysis. The authors found a strong positive and significant correlation between the two measures, with $r=.76, p<.001$.

Additionally, researchers conducted studies with students in middle school grade levels. In in 2015 a researcher attempted to predict the relationship between three different CBMs and a standardized exam for seventh and eighth graders in the Midwestern United States using logistic regression (Stevenson, 2015). The finding in the study indicated that one of the three CBMs was a stronger predictor than the other two, for both seventh and eighth graders with grade $7 \mathrm{e}^{\beta}=1.75$, grade $8 \mathrm{e}^{\beta}=1.68$.

In another study, a researcher examined scores for a CAD in reading and mathematics for middle schoolers (Kettler, 2011). The researcher examined 463 students at the middle school level in the Midwestern United States using a correlational method. The results found medium correlations for both math ( $r=.62$ ) and language ( $r=.61$ ), indicating CADs can be efficient, valid predictors for middle school students.

Furthermore, in one study researchers investigated the relationship of CBMs and standardized writing exams for 83 middle school students in the Northwestern United States using a two-way mixed model of analysis of variance (López \& Thompson, 2011). The researchers found strong moderate correlations in sixth grade (ICC $(2,1)=.950, p<$ $.01)$, and stronger correlations in seventh grade (ICC $(2,1)=.961, p<.01)$ and eighth grade (ICC $(2,1)=.987, p<.01)$. Implications of the study found that CBMs may give educational stakeholders material that would aid them in supplementing the learning of students.

There has also been some work done for standardized test score prediction in science at the middle school level. In a study in 2013, researchers investigated the relationship of science CBMs with the corresponding standardized test for 198 seventh
grade students in the Midwestern United States using a correlational method (Espin et al., 2013). Results provided initial support of CBMs being an indicator of progress in science with $r=.55$ to .76 . Results indicated that some CBMs do provide technical adequacy in predicting performance on high-stakes test scores.

Despite a gap in the literature regarding CBMs as predictors of standardized tests at the high school level, there has been some research in this area. In one study researchers compared the validity of CBMs predicting test scores in reading, mathematics, and writing for 41 high school students with learning disabilities using descriptive statistics and bivariate correlations (Hosp et al., 2014). The findings suggested that CBMs have strong correlations for reading ( $r=.71$ ), math ( $r=.67$ ), and writing ( $r=$ .53). The results suggested that students with learning disabilities would benefit from test prediction and intervention using CBMs. The studies discussed to this point have focused primarily on predicting performance on standardized tests in reading, with some exceptions in mathematics and science. This review discussed the various ways to determine the exactitude of screening measures.

In this study, I attempted to fill a part of the gap for CBMs ability to predict scores on high-stakes tests for $10^{\text {th }}$ graders. I also utilized the response to intervention method for high school students. While response to intervention is focused on early detection and prevention, secondary students at risk of failing their high-stakes tests required for graduation would receive significant benefit to identification and intervention. Many scholars agree that educators should address this gap (Hosp et al., 2014; Hudson, Browder, \& Wood, 2013; Shapiro et al., 2015).

## Learning Analytics

Learning analytics (LA), an emerging form of collecting, analyzing, and reporting data about learners, has emerged with the ever-growing use of technology in educational settings (Shum \& Ferguson, 2012). LA is a form of extrapolation of relevant data from massive amounts of digital information to optimize learning (Baker \& Inventado, 2014). Small sets of validated data taken from CADs and other digital learning tools could contribute to larger populations of LA data. LA could then perform quick, unobtrusive projections of behavior or outcomes in educational contexts (Ferguson \& Shum, 2012). As more educators contribute learner data from the use of CADs, LA could use this data to improve learning. Likewise, educational stakeholders seek to develop and apply new tools that can discover patterns in data and allow predictions. Through the use of regression analysis, I sought to find a relationship between a CAD and a high-stakes test. On a larger scale, tools for learning prediction that function like this study could be used to build models that could enhance online learning and assessment systems (Bienkowski, Feng, \& Means, 2012, Cheng, 2010).

While prevalent in higher education, the use of technology to facilitate educational tasks, such as diagnostics and assessment, has only been slowly adopted at the high school level (Slavin, Cheung, Holmes, Madden, \& Chamberlain, 2013). If CADs, such as the i-Ready, can be shown to be effective predictors of student proficiency on high-stakes tests, it may encourage educational stakeholders to adopt additional technology that would allow enhanced access to large amounts of student data. This
advancement would allow systems, such as LA, to calculate and detect various ways to improve access to student learning at the high school level (Wagner \& Ice, 2012).

## Implications

In this study, I examined the relationship between the i-Ready scores and the EOCE scores of $10^{\text {th }}$ grade students at an urban high school in the Pacific Northwest. Research on the use of CBMs as well as CADs for prediction at the high school level is limited. The findings of this study could encourage other researchers to contribute to the present gap in the literature on predicting high-stakes test scores. At the local level, the results of this study could prompt the use of CADs to predict proficiency on high-stakes tests. Additionally, the findings of this study could reduce student test anxiety, prevent further narrowing of the curriculum, and narrow the achievement gap. Lastly, the findings of this study could help inspire schools to embrace the use of electronic forms of assessment, such as CADs. If they did, it would necessitate a move toward computerized gathering, analyzing, and interpreting learning data, thereby further opening the door for LA to improve student learning at the high school level.

Based on the review of the literature, one future project incorporating the research of this study would be a policy recommendation paper that would include the findings of the study and additional suggestions for a test prediction and intervention plan based on the statistical outcomes. Another possible project would be a professional development unit teaching administrators about an implementation and evaluation plan for test prediction. If there were a connection to i-Ready and EOCE scores, staff education and training that showed the relationship between the i-Ready and the EOCE could also show
the need to develop new methods of intervention for students at risk of failing their highstakes tests.

## Summary

Students who do not pass the EOCE who may have met all other requirements to graduate, including a passing GPA, may not have developed the skills and knowledge currently necessary for graduation. Many of these students have had to endure multiple years of an inability to pass high-stakes tests. The result of this has been students having to retake these tests until they graduate or until they drop out of high school without any method of intervention. Current research has explained how these tests may have unintended consequences, such as creating test anxiety, the widening of the achievement gap, and the narrowing of school curriculums. Against this background, I examined school archival data for a population of students registered in a public urban high school to conclude if students who did not pass a specific part of the i-Ready CAD also were unable to pass the same content area of the EOCE.

In the literature review of this study, I explained the role of prior knowledge in cognitive learning as an essential link for all learning, and how cognitive researchers theorized that new knowledge must assimilate with prior knowledge before progressing to the next level. In the review of the literature, I described how researchers suggested that these levels may last for periods of time, allowing them to be measured. Additionally, in the literature review I described studies concerning current legislation regarding high-stakes testing, the effect these tests have on teaching, and current measures taken to remediate the consequences of testing using progress monitoring
measures. In section 1, I discussed the low mathematics performances on the EOCE at EHS and emphasized the significance of this problem as phrased by the guiding research question, explained the local problem, provided a critical review of the literature addressing this problem, and discussed implications of the study. In Section 2, I discuss the methodology and the results of the study.

Section 2: The Methodology
In this study, I used a quantitative, correlational design to examine the relationship between mathematics scores on the i-Ready and on the EOCE for $10^{\text {th }}$ graders at EHS. I examined how far test scores on the i-Ready predict test scores on the EOCE. The setting and sample subsection comprise the population, the sampling technique used, and the participants' eligibility criteria. In the instrumentation and materials subsection, I describe the i-Ready and EOCE data collection instruments, the validity and reliability of the instruments, the raw data source, and I explain the data used for measuring variables in the study. In Section 2, I also discuss the study's assumptions, limitations, delimitations, and measures taken for the protection of participants' rights.

## Research Design and Approach

In this correlational study, I examined the relationship between i-Ready scores (predictor variable) and EOCE scores (criterion variable), while controlling for gender, ethnicity, and SES. A correlational design allowed the measurement of a relationship between variables, but it did not determine the cause of a phenomenon, that is, why a variable has specific values and by which other variables it is influenced (Triola, 2006). Since I sought to find a potential relationship between variables, I chose a correlational design as the most appropriate method (Creswell, 2012).

## Setting and Sample

EHS enrolled approximately 2,000 economically and culturally diverse students, with $70 \%$ receiving free and reduced-price meals. The student ethnicity was as follows:

25\% Hispanic, 18\% Black, 23\% White , 20\% Asian, and 4\% Native Hawaiian/Pacific

Islander. Seventeen percent of the population was categorized as ELL. In the 2014-2015 school year, females comprised 47\% of students and males 53\% (OSPI, 2016).

In this study, I used a nonrandom collection of the entire target population because the school district had already collected the data and made it available to me for the study. Creswell (2012) stated that to avoid confirmation bias, researchers should use the largest amount of data possible.

The target population consisted of archival records for students in the $10^{\text {th }}$ grade $(N=512)$ who took the i-Ready and the EOCE in 2014-2015. The statistical power analysis software, G* Power 3.1, was used to calculate the minimum sample size for linear multiple regression by using a slope of .15 , an alpha error probability of .05 , and power set to .95 , which indicated a minimum of $N=129$ participants. Only students who were administered the i-Ready and the EOCE during the period of 2014-2015 were eligible to participate in the study. After removing the incomplete data, the actual sample consisted of $N=220$ students, which exceeded the calculated minimum. I present demographic frequencies and percentages of the sample in Table 1.

Table 1

Demographic Frequencies and Percentages of the Sample

| Distribution |  | N | $\%$ |
| :--- | :--- | :---: | :---: |
| Gender | Male | 123 | 56 |
| Ethnicity | Female | 97 | 44 |
|  | Asian | 40 | 18 |
|  | Black | 65 | 29 |
|  | Hispanic | 63 | 29 |
|  | Native Hawaiian/Other | 8 | 4 |
|  | Two or More Races | 11 | 5 |
| School Lunch Status | Free Lunch | 33 | 15 |
|  | Reduced Lunch | 144 | 66 |
|  | Not Eligible | 15 | 7 |
| Total Overall |  | 61 | 28 |

## Instrumentation

In this correlational study, I utilized archival i-Ready and EOCE data. The iReady was used to measure the independent (predictor) variable, while the EOCE was used to measure the dependent (criterion) variable. Eligible students in $10^{\text {th }}$ grade took the i-Ready in September, while all students were administered the EOCE in May. These assessments provided the data for the study.

## The i-Ready

The i-Ready was the tool used in this study and was considered the predictor variable. The i-Ready is a computerized adaptive diagnostic (CAD) published in 2013,
developed by the Smarter Balanced Assessment Consortium, and is used by many states to measure grade-level proficiency in the Common Core curriculum (SBAC, 2016). The i-Ready is a 54-72 item multiple choice exam. The test was developed to give students, parents, and teachers an accurate assessment of the grade level at which a student performs in reading and mathematics. Student scores aligned with a grade-level of performance. To complete the i-Ready, teachers administered the multiple choice exam on the laptop computer of each student during a testing session. Since the i-Ready is a CAD, comprised of thousands of questions, and is different for every student, there is no singular version of the test. Therefore, it is not attached to the appendix of this study.

For the validity of the i-Ready content, experts in education, reading, and mathematics reviewed and evaluated of each of the test items. Each test item was then considered for pilot testing and field testing, and then revised in adherence with the test construction principals prescribed by the AERA. The i-Ready was found to be reliable, with an $r=.77-.85$ across all subjects (SBAC, 2016). The i-Ready provided scores that are meant to categorize students into grade levels of algebraic thinking that range from the Kindergarten level the $12^{\text {th }}$ grade level. Table 2 displays the scale scores for each grade-level in mathematics for the i-Ready.

Table 2
i-Ready Algebraic Thinking Placements for the Students in the $10^{\text {th }}$ Grade

| Grade level | Grade 10 |
| :--- | :--- |
| Level K | $0-415$ |
| Level 1 | $416-437$ |
| Level 2 | $438-452$ |
| Level 3 | $453-463$ |
| Level 4 | $464-472$ |
| Level 5 | $473-482$ |
| Level 6 | $483-492$ |
| Level 7 | $493-502$ |
| Level 8 | $503-514$ |
| Level 9 | $515-555$ |
| Level 10 | $556-610$ |
| Level 11 | $611-629$ |
| Level 12 | $630-800$ |

## The EOCE

Washington State has used the EOCE since 2011. In this study, I used these existing instruments with no modifications. Students must take a written version of the test during a testing session in May to complete the exam. Due to the testing policies administered by the local school regarding the EOCE, there were no additional copies of the test given without names and codes attached to specific students, and thus the school is not able to provide additional copies of the exam. Therefore, there is no copy of this test attached to the appendix of this study. Both the i-Ready and the EOCE have been labeled valid and reliable (OSPI, 2016). Creswell (2012) deemed the content validity of test questions as a representation of all possible test questions available. Criterion validity rests on the ability for the i-Ready and EOCE and to offer an adequate prediction. The scores of the i-Ready and EOCE have offered reliable prediction since their first
administration (OSPI, 2016). The construct validity is determined by whether scores are significant and i-Ready and EOCE scores allow stakeholders to understand the population.

The Office of Superintendent of Public Instruction has implemented measures to ensure high content validity on the EOCE. Validity is a value of a test's strength to measure the content of a given construct through a collection of evidence (American Psychological Association, 2002). Washington educators, curriculum specialists, and grade-level administrators wrote line item specification for each subject assessed. A collective agreement was then attained to clarify learning standards through the development of benchmark indicators. Test makers then prepared the specifications of the test. The test item writers prepared test questions and scoring rubrics. Educational stakeholders reviewed the test items for bias and fairness. Once item writers approve a test question from the pilot test, a sample of students from across the state pilot the test items. Test developers perform two types of analyses for all items: classical item analysis, and IRT scaling using the Rasch (1960) model for multiple choice items.

After statistical analyses of pilot items have completed, data review committees evaluated item quality and appropriateness for inclusion in the general test item pool and candidacy for potential use. The tests items are then accepted or rejected upon reevaluation of alignment to learning standards. Test developers then assessed a statistical review of item means, the IRT difficulties, and item-test correlations. Test makers removed items from the test item pool if items scored poorly. Then, test makers
assembled the test items with alignment to state specifications. Refinements have been made annually since 2000.

The initially developed test underwent internal and external validation studies over the course of four years by cut score examination, formative assessments, student grade comparison, and test score correlation with other tests (SBAC, 2014). The test is considered a reliable measure of the items tested, with a Cronbach's alpha coefficient of .90. The standardized mathematics assessment (EOCE) provided scores categorized into achievement levels ranging from Level 1 to Level 4. Achievement levels represent specific scale scores that range from 200-675 and provided the bases for the criterion available. The EOCE achievement levels are as follows:

Level 1: Below Basic, or well-below standard. Represents little to no mastery of a subject's skills and knowledge.

Level 2: Basic, or below standard. Represents some mastery of a subject’s skills and knowledge.

Level 3: Proficient, or meets standard. Represents mastery of a subject's skills and knowledge at grade level.

Level 4: Advanced, or exceeds standard. Represents advanced mastery of a subject's skills and knowledge.

Each EOCE achievement level associated with a specific range of achievement scores. Table 3 displays the scale scores for each level in mathematics on the EOCE.

Table 3
EOCE Mathematics Levels and Associated Scale Scores

| EOCE | Scale |
| :--- | :--- |
| Mathematics | Scores <br> Level |
| Range |  |
| Level 1 | $200-374$ |
| Level 2 | $375-399$ |
| Level 3 | $400-442$ |
| Level 4 | $443-675$ |

## Variable Scaling

The EOCE scores measured the criterion variable. The i-Ready scores were measured as continuous. Gender was measured as categorical. Grade level and SES (determined via free and reduced lunch codes) were measured as categorical. Table 4 displays the criterion and predictor variables, measurement, and measurement scales. Table 4

Displaying the Variables, Measurement, and Scale

| Variable type | Variable | Measurement scale |
| :--- | :--- | :--- |
| Criterion | Math scores | Continuous |
| Predictor | i-Ready scores | Continuous |
| Predictor | Gender | Categorical |
| Predictor | Socioeconomic status | Categorical |
| Predictor | Ethnicity | Categorical |

Gender was a categorical variable as 1 for female and 0 for male. SES was a categorical variable as determined as 1 for high SES (ineligible for free lunch), 2 for middle SES (receiving reduced lunch), and 3 for low SES (receiving free lunch). I was able to provide the raw data from both instruments by request.

## Data Collection

In this study, I examined the relationship between a predictor variable, the iReady scores, and a criterion variable, the EOCE scores, while controlling for influences of gender, ethnicity, and SES. After receiving IRB approval, I retrieved archival data from the school district for the assessment period of 2014-2015. The district published EOCE and i-Ready data reports independently, but both reports displayed the required information for predictor and criterion variables. The data were accessible as developmental scale scores for each student. These scores gauged a student's level of knowledge growth over each EOCE administration from the elementary levels to high school. If a score increased, this could suggest an increase in a level of knowledge and subsequent performance increase on the EOCE. A letter of permission from the school district with permission to access the data was included in the appendix of this study (p. 117).

## Data Analysis

How far the i-Ready scores predicted mathematics scores on the EOCE was the central research question for this study. Whether gender, ethnicity, and SES moderated the relationship between the test scores was the second research question for this study. To answer these research questions, I obtained archival data was from the school archive through the principal at EHS. I obtained the data from the archive via email after the Walden University IRB gave permission. I then imported the data into IBM SPSS Statistics software, version 24, for Mac OS. I assessed data normality using a

Kolmogorov-Smirnov test. If the test was nonsignificant ( $p>.05$ ), the data would be
normally distributed and further statistical tests, such as regression analysis, would be applied. I would then perform descriptive statistical analysis including minimal maximal and mean values, and standard deviation.

To answer the research questions, I examined the relationship between the predictor variable (the i-Ready scores) and the criterion variable (the EOCE scores), under the moderating influences of gender, ethnicity, and SES. I used multiple linear regression analysis to calculate the beta weights for each predictor variable. Gender as a nominal variable was dummy-coded (1) for female and (0) for male. Ethnicity was a categorical variable and was coded as (0) for White, and (1) for others, i.e., Black, Asian, Pacific Islander, Hispanic, or mixed ethnicity. School lunch codes provided the basis for SES. SES as a categorical variable was dummy coded (0) for high SES (not eligible for free lunch), and (1) for low SES (receiving free or reduced lunch). To test the moderating effects, I added the products of the potentially moderating variables and the i-Ready scores to the multiple regression analysis as additional predictors.

Conducting regression analysis, I evaluated how well the i-Ready predicted EOCE scores, and if gender, ethnicity, and SES moderated any impact of i-Ready on EOCE scores. Using unstandardized (b) and standardized ( $(\Omega)$ coefficients, I assessed the each predictor variable's moderating impact of the i-Ready on the EOCE. I used $R^{2}$ values to explain the amount of variance predicted in the criterion variable. Entering variables using simultaneous regression allowed SPSS to consider all variables simultaneously. Choosing a confidence level of 99\% implied a statistically significant level of $p<0.05$ to guide decisions in rejecting or failing to reject the null hypotheses.

## Assumptions, Limitations, Scope and Delimitations

This study was based on several assumptions. The first assumption was that archival data was accurate. The second was that the EOCE mathematics item specifications and administrative procedures remained consistent throughout the study. The third is that the i-Ready administrative procedures remained consistent throughout the study.

A limitation of this quantitative study was that this urban and diverse population may not reflect the general population of American high school students. Another limitation was that certain variables, such as teacher quality, parental involvement, and school climate might exist as relevant factors for this study but were not available for measurement in the archival data.

The scope of this study delimited to $10^{\text {th }}$ grade students enrolled during the 20142015 school year in one high school with a total population of approximately 2,000 students. This study was delimited to the 2014-2015 sophomores who had completed both the i-Ready and the EOCE during their sophomore year.

## Protection of Participants' Rights

To help ensure the ethical treatment of research participants, I adhered to U.S. Federal Government Department of Health and Human Services (2016) regulation 45 CFR § 7246.10. The purpose of this regulation was the protection of the participants by ensuring that the study was completely above reproach in all aspects to which the information used could extend its reach beyond normal academic boundaries, thereby possibly causing even the smallest bit of harm to the participants. Because this study is
only using public archival data, I also followed this regulation by completely avoiding any action that subjected students to experimentation, or any manipulation of their normal daily life. I performed this study with the proper boundaries established by Walden University’s Institutional Review Board (IRB). Before data collection occurred, I obtained approval from the Walden University’s IRB. The IRB approval number for this study was 06-23-17-0409277.

For this study, I did not involve interaction with any participants, and data was not publicly made available. The school principal approved the data for use. In this study, I took steps to ensure that the data was de-identified before releasing it. Additionally, the data was safeguarded in a locked cabinet and on a password-protected computer to prevent any sensible individual lacking specific knowledge of the procedures to identify any particular element of the information used in this study.

## Results

The descriptive statistics showed that students scored on average 484 points (SD $=34)$ at i-Ready, and 389 points $(S D=45)$ at the EOCE test. Table 5 displays demographic frequencies and percentages for each variable used in the study.

## Table 5

Descriptive Statistics for the Criterion and Predictor Variables

| Variable | Min | Max | $M$ | $S D$ |
| :--- | :--- | :--- | :--- | :--- |
| i-Ready | 375 | 569 | 484.0 | 34.0 |
| EOCE | 245 | 560 | 389.0 | 45.0 |

Note. $N=220$

In response to RQ1, the i-Ready scores significantly and positively predicted the EOCE test scores with $\beta=.64(p<.001)$, explaining $R^{2}=.43$ of the criterion variance (Table 6). As a result of the findings, I rejected the null hypothesis. Figure 7 displays the linearity between the i-Ready and the EOCE.

Table 6
Multiple Regression Analysis Results for i-Ready, Gender, Ethnicity and SES

| Model | $\beta$ | $p$ | $R^{2}$ |
| :--- | :--- | :--- | :--- |
|  |  |  |  |
| i-Ready | .64 | .00 | .43 |
| i-Ready x gender | .03 | .58 |  |
| i-Ready x ethnicity | -.08 | .15 |  |
| i-Ready x SES | -.04 | .48 |  |



Figure 7. Scatterplot showing linearity between i-Ready and the EOCE scores.
In response to RQ2, the moderator analysis revealed that the demographic variables i-Ready x gender ( $\beta=.03, p=.58$ ), i-Ready x ethnicity $(\beta=-.08, p=.15)$ and $\mathrm{i}-$ Ready x SES $(\beta=-.04, p=.48)$ did not predict the EOCE scores, meaning that the moderating effect was not significant. Thus, the findings confirmed the null hypothesis
that suggested that gender, ethnicity, and SES did not moderate the relationship between the i-Ready and EOCE scores.

## Discussion

In this study, I investigated the predictive power of CAD tools in mathematics education, and their effects on student achievement as moderated by gender, ethnicity, and SES. Using multiple regression analyses, I assessed the research questions to determine whether to reject or accept the null hypotheses. The next section is a discussion of the regression analysis findings.

## i-Ready

I used multiple regression analysis to reveal that the i-Ready scores were a strong predictor of EOCE test scores. The findings supported Shapiro, Dennis, and Fu (2015), who observed that CADs could function as CBMs in in test prediction, but this study provides research for a CADs ability to predict proficiency at the high school level. From a broader perspective, the findings of this study supported the assertions of Piaget (1951), Vygotsky (1978), Ausubel (1960), Bloom (1956), and other cognitive researchers (Anderson, Spiro, \& Anderson, 1978; Gagné, 1979; Rumelhart, 1980) who implied learning occurs from level to level and grows through experience and necessity.

## Gender, Ethnicity, and Socioeconomic Status

I used multiple regression analysis to reveal that gender, ethnicity, and SES did not moderate the relationship between the i-Ready and EOCE scores. These findings are supported by the theories of Piaget (1959), who argued that knowledge will be different dependent on experience, but not necessarily on demographic traits. While demographic
information did vary regarding years of study in mathematics, all of these students have had similar levels of mathematics experience. The results of this study suggested that the i-Ready would provide a fair assessment without bias by gender, ethnicity, or SES.

## Conclusion

The purpose of this study was to determine whether the i-Ready, a CAD, could successfully predict proficiency on a high-stakes test, the EOCE, required for graduation. Previous studies have sought to determine if CADs and CBMs can be effective tools for test prediction (Kettler, 2011; Shapiro et al., 2015) but no researchers have conducted studies at the high school level involving the i-Ready and the EOCE. With this study I intended to fill this gap in research. In this study, I provided data to show a statistically significant correlation exists among scores in the i-Ready and EOCE, while gender, ethnicity, and SES did not moderate the relationship between the i-Ready and EOCE scores. In accordance with the reviewed theories, these data supported the notion that students lacking the level of knowledge needed to perform well on the i-Ready will also not do well on the EOCE.

The i-Ready scores were made to be instantly accessible to school administration. Unlike written tests which can still take a substantial amount of time for processing, the data from the i-Ready would come back as soon as the students complete the exam in the fall (SBAC, 2016). With the results of this study, I identified $10^{\text {th }}$ grade students who may be in danger of failing the EOCE, which educators could use to provide additional academic support as an effort to prevent them from failing the EOCE (Brookhart, 2017;

Gibbs \& Simpson, 2005). In Section 3, I discuss the project as a product deliverable from the results of this study.

## Section 3: The Project

## Introduction

As schools and districts continue to become more socially and economically diverse, the need has grown to find methods to help students identify the danger of failing high-stakes tests, which are required to graduate (Ravitch, 2016). With the findings of this study, I demonstrated a positive relationship between i-Ready and EOCE scores, and explained a significant variance in the EOCE scores. Gender, ethnicity, and SES had no significant moderating influence on prediction. CAD tools, such as the i-Ready, offered an accurate measurement and prediction of EOCE scores. Based on the results of this study, a policy recommendation in the form of a position paper was the most appropriate genre to share data and recommendations with the administrative team, based on the results and their implications (Stelzner, 2007). A policy paper allowed results and recommendations to be available to the school administration and could lead to a revision of its policies regarding preventative measures for students in danger of failing highstakes tests. With the results of this study, I provided insight into the i-Ready's ability to account for a substantial variance in test scores, regardless of gender, ethnicity, or SES. Three recommendations are presented in the position paper: (1) collect and analyze iReady data (2) provide additional resources for students in danger of failing the EOCE based on the i-Ready data and (3) use learning analytics tools to gain empirical insights into teaching and learning. In the position paper, I summarized the results of this study and provided recommendations for high-stakes test failure prevention by using the iReady.

## Rationale

The audience for this position paper was the administration responsible for assessment, curriculum, and instruction at EHS. The problem was whether the i-Ready predicted high-stakes test performance for $10^{\text {th }}$ graders at one high school in the Northwestern part of the United States. Since the i-Ready positively predicted the EOCE scores, this position paper was grounded in use of the i-Ready to help school administrators implement plans to predict high-stakes tests. A position paper directly addressed the problem in the study, the results of the study, and the immediate implication for the local site (Gordon \& Graham, 2003). The position paper will provide the administrative team with the results of the study in hand, along with a list of recommendations for the use of the i-Ready with the EOCE. To be effective, administrators would have to make a change in school policy. A position paper was the most suitable method to enact appropriate social change to the school's administration regarding this study (Powell, 2012; Seltzner, 2010).

The following section, a literature review, relates the themes in the position paper.

## Review of the Literature

The literature review covered policy recommendations/position papers, formative feedback, and learning analytics. The search was conducted to locate peer-reviewed scholarly articles that were within five years of the study completion date. Some foundational studies outside of the five-year period were also used to establish a rationale for position papers, as well as provide a connection to more recent studies. The following
databases used were: Academic Research Complete, ERIC, and Education Source. The search terms used were: position papers, educational policy, policy papers, formative feedback, and learning analytics.

## Policy Recommendations and Position Papers

A policy paper (also known as a white paper), began as an official government publication that makes a strong argument and resolution to an issue (Stelzner, 2010; Taylor \& Bragg, 2015). Position papers are founded in empirical fact, grounded in both opinion and strong logic, and contain information useful to the reader (Gordon \& Graham, 2003). In the simplest of terms, position papers are documents that describe a problem and then provide a compelling solution (Kantor, 2009). In education, the specific purpose of a position paper may vary depending on the author and its audience. Position papers are often used for sales of products and goods, or as marketing tools, while at other times they are used to influence thought non-commercially (Stelzner, 2007).

Formats and themes vary for position papers as a reflection of their specific target audience. However, some common themes have arisen in the modern era (Powell, 2012). Position papers commonly comprise a cover page, executive summary, a description of the problem, a targeted solution to that problem, a conclusion with an argument to implement the solution, and a reference list (Kantor, 2009). Modern position papers are described as a mixture of a high-concept advertisement blended with a fact-based report that is immediately accessible to the reader, uses appropriate charts and graphs, and sometimes uses the integration of color, designs, bullets, headers and footers, and pictures (Sakamuro, Stolley, \& Hyde, 2010).

## Formative Assessment

The second part of this literature review presents evidence from the recent literature that focuses on the best practices and applications of formative assessment. In education, the documentation and measurement of empirical data of student knowledge is defined as assessment (Shute, Leighton, Jang, \& Chu, 2016). Formative assessment is a measurement of learning that is usually not graded and provides useful feedback to the students and teachers regarding content area knowledge (Sato \& Atkin, 2007). Formative assessment usually occurs before summative assessment (Dixson \& Worrell, 2016). Formative assessment can come in many forms, ranging from oral question and answers to written work, tests and diagnostics (Vie, Popineau, Bruillard, \& Bourda, 2017). Many scholars posit that the natural result of formative assessment is feedback to aid the learner in constructing knowledge (Evans, 2013; Nicol \& Macfarlane-Dick, 2006). One of the primary roles of formative assessment is to deliver meaningful feedback to learners within the classroom to make a more effective learning environment (Clarke, 2001). Another critical aspect of formative assessment is delivering feedback for the learner before a summative assessment (Starkman, 2006).

Furthermore, another challenge for formative assessments is the amount of time and resources it takes from other classroom activities (Fonseca et al., 2015). It is often the case that formative feedback can take a substantial amount of time, effort, and resources which take away from classroom instruction that is normally focused on instruction and summative assessments (Irving, 2007). Recently, research has been done to improve the
timeliness, reliability, and validity or formative assessments by utilizing modern technology (Owen, 2016).

In addition to making evaluation more efficient and impartial, computerized assessments generate data that computers can collect and analyze. As new computerbased technologies have changed the overall educational landscape, researchers have begun studying how computer-based instruction and technology can integrate with formative feedback (Floratos, Guasch, \& Espasa, 2015; Gikandi \& Morrow, 2016). Using foundational feedback research, scholars conducted studies to identify ways to make feedback meaningful and attainable when using CADs (Timmers, Braber-van den Broek, \& van den Berg, 2013). Bangert-Drowns, Kulik, Kulik, and Morgan (1991) found that feedback based on one CBM positively impacted the level of effort students were willing to do to improve upon prior knowledge. With more and more schools using computerbased education, as well as implementing CADs into schools, new ways of collecting data to improve education have been made possible (Reigeluth, 2016).

## Learning Analytics

With the use of CADs in the classroom, schools could begin to bring more learning analytics (LA) instruments in public schools for formative assessment. In the past, traditional educational structure was to provide a level of knowledge benchmark in the form of a high-stakes test, and then to present the educational content in a traditional educational approach which catered to the median student, with nothing other than hope that as many students as possible will understand the material (Tempelaar, Heck, Cuypers, van der Kooij, \& van de Vrie, 2013). Online diagnostics of LA have emerged as
a means to collect, analyze, and synthesize data for the improvement of student learning experiences (Adejo \& Connolly, 2017). Data-rich technologies such as some CAD applications allow a much greater understanding for both the teacher and student. Educators can better understand precisely where students are in their levels of knowledge through online formative assessment, regardless of the educational setting, which is one of the critical functions of LA (Baker \& Inventado, 2014). This knowledge allows educators to better focus on the specific, empirical challenges any student may have without having to guess as to whether they meet the appropriate level of knowledge (Arastoopour et al., 2014).

Since the i-Ready tracks all student work through an online system, it is possible to go back and examine all the work that students have done in a formative manner and see what level a student is performing at, and whether their knowledge changes over time. Before these online systems, all teachers and educators had for a record of learning was the grade they put into the grade book (Knight, Shum, \& Littleton, 2013). CADs can be very well integrated into the LA systems and have the potential of a recommendable LA instrument (Thompson, 2017).

The further adoption of LA instruments in public schools could create a monumental shift in the educational landscape for formative assessment (Deakin Crick, 2017). Instead of a feedback loop that occurs in the traditional sense of test, score and result, feedback could be given in real-time and shift towards formative assessment becoming monitoring function (Knight, Buckingham Shum, \& Littleton, 2014; Young \& Muller, 2017). The more teachers and students adopt technology like CADs, the more
aware they will become of their level of knowledge at all times. In this way, LA can generate data that establishes an evidence-basis for school, rather than teaching purely on theory and speculation (Lonn, McKay, \& Teasley, 2017).

The question remained as to why more had not been done to integrate LA technology into the classrooms. Formative assessment through LA has faced many challenges in being integrated into the public school system due to ethical concerns, such as student privacy and the control of data for children (Ferguson et al., 2015). However, at the university level, LA has been used as a profile analysis tool to predict student dropout rates, and behavior tracking tools monitoring of student user data in virtual online groups (Nistor et al., 2014; Nistor, Derntl, \& Klamma, 2015). Slowly, K-12 public schools have begun adopting the use of LA as continuing research demonstrates the potential impact LA can make to education through predictive modeling, personalization, and automated guidance systems (Conde \& Hernández-García, 2015; Daniel, 2015; Nistor et al., 2015). With educational data mining (Kop, 2012) and learning analytics (Chatti, Dyckhoff, Schroeder, \& Thüs, 2012), research has continued to find ways LA can enhance the classroom for all students. CADs are one such platform that has the potential to bring LA further into public schools (Deakin Crick, 2017; Macfadyen, Dawson, Pardo, \& Gašević, 2014).

## School Adoption of Learning Analytics Tools

The impact of both LA and CADs have been shown to increase the value of student learning and instruction (Daniel, 2015; Siemens, Dawson, \& Lynch, 2013). The ability for schools to adopt LA tools such as some CADs, for the use of educational
improvement practices, such as test prediction have also been suggested (Baker \& Invitado, 2014). Researchers have identified the fields that inhibit the use of LA tools in schools into the following: technological readiness (Arnold et al., 2014), leadership (Arnold, Lonn, \& Pistilli, 2014), organizational culture (Carbonell, Dailey-Hebert, \& Gijselaers, 2013), and staff capacity (Norris \& Baer, 2013).

While obstacles to LA tools like CADs use may still exist, many high schools have been able to address many of these barriers, such as finally achieving a level of technological readiness that would facilitate the use of LA and CADs (Roberts-Mahoney, Means, \& Garrison, 2016). Pedagogical approaches have addressed many of the issues to support student use of LA tools (Wise, 2014). The most prominent challenge remains both the elements of leadership and school culture in adopting the use of LA (Kennedy et al., 2014). Therefore, the final recommendation of this position paper will be an emphasis of literature that supports the use of LA tools like the i-Ready for the data-rich benefits such tools provide, to move schools towards a more empiricism-based approach to education (Brasiel et al., 2016; Lockyer, Heathcote, \& Dawson, 2013; Siemens, 2013; Tempelaar, Rienties, \& Giesbers, 2015).

## Project Description

In the position paper, I recommended strategies to design and implement the use of the i-Ready as a tool for prediction of the EOCE and made recommendations for the implementation of the i-Ready as predictive tool for the EOCE at EHS. The needed resources to present the project would be a meeting with educational stakeholders at EHS. This meeting would include the building principal, assistant principals as well as
the testing coordinator for the high school. EHS has many existing supports to aid in the implication of the project because they already take both the i-Ready and the EOCE. These existing supports include testing space, the time allotted to conduct the testing, and test materials. Potential barriers to the project could include the unwillingness to use the i-Ready as a prediction tool. However, the evidence provided in this study that demonstrates the i-Ready's ability to predict EOCE scores will be a potential solution to this barrier. The position paper will encourage the use of LA tools, which include the iReady, to help EHS discover ways to use data to gain a better understanding of each student. While formative feedback is one application of LA, the position paper will recommend that online dashboards, student risk indexes, and CADs be used to better personalize educational experiences to each student, and to create a more efficient formative feedback cycle. The position paper will also explain how the use of LA can also track student work and progress of their levels of knowledge, which is now available to for schools to use at the high school level.

The proposal for implementation of this project recommended that schools and administrators and the testing coordinator use the i-Ready in the Fall of 2018 to predict which students are in danger of failing the EOCE and provide them additional support. Then, students would take the EOCE in the Spring of 2019. When the school receives the EOCE scores, an assessment will be done to see whether the EOCE scores improved as a result of the i-Ready.

The roles and responsibilities of the project would rely on the school administration and the testing coordinator at EHS regarding the project and
implementation. In the position paper, I demonstrated, via this project study, the method I used to conduct a predictive analysis. From this study, the administration and testing coordinator should be able to replicate the analysis. The students involved in the study play no formal role, but EHS may provide some students with additional testing support if they are found to be in danger of failing the EOCE. I included more information regarding the evaluation of the effectiveness of the project in the next section.

## Project Evaluation Plan

The evaluation for this position paper will be a standard summative outcomebased evaluation to determine if there was positive impact based on test score improvement resulting from test prediction and intervention provided to students. Since the purpose of the position paper was to encourage EHS to use the i-Ready to predict performance on the EOCE, statistical analysis would be used to determine the effect of test intervention from the i-Ready would best provide empirical evidence of its effectiveness (Creswell, 2012). The overall evaluation goal would be to determine if the i-Ready prediction and intervention could improve student test scores. Therefore, test scores of the EOCE will be the outcome measure of this study. The key stakeholders in this evaluation will be the school principal, administration, and the testing coordinator at EHS.

The project evaluation could begin in the 2018-2019 year. The entire $10^{\text {th }}$ grade class at EHS and the entire $10^{\text {th }}$ grade class at a nearby high school where intervention is not available as part of their curriculum could comprise the population of this study. Both high schools could then take i-Ready as their pre-test in the fall of 2018. The
experimental group (EHS) would receive intervention for students in danger of failing the EOCE. The control group (neighboring high school) would receive no intervention for those students in danger of failing the EOCE because it is not part of their curriculum. In the spring of 2019, all students would take the EOCE as their post-test. ANOVA analysis could be used to determine if there was a significant difference between the experimental and control groups. If there is a significant improvement in the experimental group in comparison to the control group, then the intervention will be determined to have a positive impact.

## Project Implications

In the position paper, I explained the lack of prediction methods used for the highstakes test at EHS. I provided recommendations to fix this using the i-Ready CAD. I also demonstrated ways CADs could function as a formative assessment to further the use of LA tools in the school system.

For administrators, these recommendations could be used to help aid students in danger of failing high-stakes exams like the EOCE before they take them, thereby lowering the failure rate, reducing dropouts, and narrowing the achievement gap. The use of CADs may also lead to an increase in overall academic monitoring or real-time formative assessment that will allow teachers, students, and administrators a more precise representation of the level of knowledge students possess. On a larger scale, the use of CADs and other LA related instruments in the classroom could open the door to larger LA platforms in schools. LA in schools would provide data that allows for a more accurate assessment of student learning to approach education and learning from an
empirical standpoint, rather than a philosophical pedagogy. In Section 4, I discuss the reflections and conclusions of the project study.

## Section 4: Reflections and Conclusions

In this section, I share my reflections and conclusions about the creation of the project study. This section includes project strengths and limitations, alternative approaches, scholarship, implications, and suggestions for future research. I conclude with an analysis of my work and what was learned.

## Project Strengths

The strength in the use of a position paper for this project was that it was aligned with the administration of EHS, the target audience. Additionally, the project design of a position paper allowed me to address the specific problems the school in this study faced, present evidence and data, as well as recommendations for the administration based on the findings. Since the administration was ultimately the team that would be able to make changes based on the findings of this study, the position paper was the most reliable choice to reach them in a scholarly and convincing manner. A position paper could target my intended audience, include both evidence of my research and peer-reviewed literature that supports the study, best practices, and possible outcomes of my findings to help accurately solve the problem at the school of study.

The position paper allowed me to present literature supporting the use of CADs within the school and to suggest the use of LA as a form of feedback monitoring for students. LA could present some solutions, but one of the problems facing schools is that they are slow to trust in emerging LA technologies even, if they are already in place in the schools, as educators seek to navigate the various ways LA might change the role of feedback in schools (Deakin Crick, 2017).

I based my project on cognitive theories that frame learning in levels of knowledge. The target audience of the position paper was often concerned with students meeting certain levels of knowledge in both standardized assessments and CADs, and this framework allowed educators to better understand the benefits of this study without having to apply a framework that did not readily relate to their school mission. Having a clear purpose for the project, in alignment with the framework, helped guide the recommendations towards a more precise path of adoption by the administration.

## Project Limitations

Since the position paper was meant to be a convincing argument for the use of CADs to predict high-stakes tests, it was reliant on the school administration to implement such changes outlined in the position paper. If the administration deemed the project to be outside of their time and resources, the position paper would continue to be a strong argument with empirical data demonstrating the effectiveness of CADs; however, it would be limited in its ability to improve student scores in the school where the original study took place. Another limitation of this project paper was that, like the original study, the arguments in this position paper may have reduced its generalizability. However, the position paper of this study could be informative for other research in the field of CADs and high-stakes tests, and use of LA, particularly at the high school level. With the position paper, I hoped to inspire future research that would add to the body of literature on CADs, LA and high-stakes tests, thereby broadening the scope of data related to high-stakes test prediction.

## Recommendations for Alternative Approaches

Researchers could address the problem of low achievement rates among $10^{\text {th }}$ grade students on the EOCE by researching the SES barriers that impact student success. Another approach would be identifying specific elements that create the achievement gap such as teacher perceptions or early childhood education structures (Pianta, Downer, \& Hamre, 2016). New research has suggested students with culturally diverse backgrounds perform better academically when taught by teachers with similar backgrounds to their own (Egalite, Kisida, \& Winters, 2015). Researchers could explore trying to establish a quantitative connection to this phenomenon.

## Scholarship, Project Development and Evaluation, and Leadership and Change

Creating the project has allowed me to reflect on my growth as a scholar. The doctoral process has been the most challenging endeavor I have ever faced, as it forced me to grow in ways that no other educational experience has. The project asked me to look at education through the eye of a scholar and a practitioner for social change. I began my journey questioning why the education system struggled so often to produce better results. These questions evolved to asking how technology could help improve education. Then, after many trials and errors, I came to the research questions presented in this project. Finally, I submitted new research and suggested opportunities for the continuation of the research presented in this study. Through this process, I have gone from wondering about how the education system works from a broad scope, synthesized the literature and have gained a very close understanding of themes that I reviewed for this project, and it has helped me to comprehend the challenges I face as a practitioner.

This process has also humbled me and taught me that as a scholar, the search for knowledge is never finished. Since I began this project as a practitioner, the research I have done for this project has helped me to understand the broader world of educational research and its impact on education.

## Reflection on Importance of the Work

There is a need for the students and educators to have access to formative assessment data to better give transparency, equity, and progress. Every student, when faced with a high-stakes exam, should have the ability to be aware of what they currently know in relation to what they must know. Teachers and educators should also have this data, so that they may provide the appropriate remediation. Parents, administrators, and educational stakeholders should be able to provide accurate support and accountability based on empirical facts about student knowledge.

This work has helped me as a writer, scholar, teacher, and practitioner for social change. I have developed my ability to think critically, and discovered a new passion for research and inquiry. Rather than taking things at face value, I now often question the validity of claims or statements presented as fact. I have become more aware of the vast amounts of learning I could continue to pursue, and have learned to accept criticism more readily. I have learned that research is an iterative process, and that becoming a good scholar can require many attempts before it is ever achieved.

## Implications, Applications, and Directions for Future Research

While technology has developed, education has struggled to keep up. Currently, there are systems in place that can generate incredible amounts of data for educators. In
addition to this, analytic systems can create profound meaning for this data. However, as an academic institution, public education struggles in understanding, navigating, and harnessing data as an educational tool. I was able to successfully predict the performance of $10^{\text {th }}$ grade students on one high-stakes exam through the use of a CAD. As research in this utilization of adaptive diagnostic tools increases, hopefully so will our understanding of the potential applications of technology in the classroom. Technology is not only an instructional tool, but it could eventually shift how educators practice formative assessment. Rather than taking assessments at metered intervals, students, parents, and educators could eventually be able to have real-time monitoring of their learning as well as systems in place to help students in danger failing, while continuing to challenge the students who excel. It is my opinion that this use of data is inevitable, but the question remains as to who will end up in control of it. With scholarly research and inquiry, we can give this data meaning to the people for whom it matters most: our students.

The use of technology for formative assessment could help education become more efficient and equitable. Currently, our most underserved and under-assessed students are lower income and minority students. With students having access to the same diagnostic and prevention measures as students in areas with high SES, we may finally begin to bridge the academic achievement gap and provide appropriate levels of education and remediation to all students regardless of their background.

## Conclusion

Despite the vast wealth of technology that exists in education, work must be done to help make it more useful for the learner. The massive amount of educational
technology and the data it generates can be overwhelming to school administrations, teachers, and students. Our goal should be to harness educational data to make it easy, intuitive and useful for the learner. While there is no easy solution to this task, in this study, I presented one way to help students in danger of failing high-stakes mathematics tests. If we can use tools that already exist to help make learners more aware of what they know in relation to high-stakes tests, it could significantly benefit high school students who need to pass these tests to graduate.

The use of LA and data tracking will continue to impact public school systems, despite some schools’ reluctance to utilize it. Even without software that schools purchase to help track student data, businesses in the private sector, both small and large, make use of learner data for their purposes. While public schools might be trying to use traditional testing as means of measuring student knowledge, they should instead embrace the use of learner data, and make efforts to keep the power of LA-based tools in the hands of the teachers, students, and educational stakeholders. A practical first step would be to use the information at their disposal to help students in danger of failing required high-stakes tests. Beyond this immediate and urgent need, the possibilities of online formative assessment systems, data tracking, and LA are seemingly endless.
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Appendix A: The Project
"Predicting High-Stakes Tests Using the i-Ready"
Heath Thompson

## Executive Summary

Twenty percent of the 2013-2014 sophomore class at Evergreen High School (EHS, pseudonym) are failing the Mathematics EOCE (EOCE), making these students ineligible to graduate. To help monitor the progress of students, EHS has recently introduced the i-Ready, a computerized adaptive Diagnostic (CAD) designed to assess the grade level at which sophomores are performing in mathematics based on student test scores. The purpose of this paper was to present the findings and recommendations of a doctoral research study of whether $10^{\text {th }}$ grade students' achievement i-Ready math scores could predict the subsequent high-stakes mathematics scores on the EOCE while controlling for gender, ethnicity, and socioeconomic status (SES). Cognitive learning theories comprised the framework for this study, which posits that learning and development are cognitive processes dependent on previous knowledge, and central to measuring performance levels.

The primary research questions for this study: Does the i-Ready score predict mathematics scores on the EOCE? The second research question: Do gender, ethnicity, and SES moderate the relationship between i-Ready scores and the EOCE? Results showed a statistically significant correlation between the i-Ready and the EOCE and that gender, ethnicity, and SES did not moderate the relationship between the i-Ready and EOCE scores.

These results along with theory, best practices, and review of the literature resulted in the following recommendations to aid students in passing high-stakes tests:

1. Collect and analyze i-Ready data.
2. Provide additional resources for students in danger of failing the EOCE based on the i-Ready data.
3. Use Learning Analytics tools to gain empirical insights into teaching and learning

## The Problem

Students are failing high-stakes tests at an alarmingly high rate (Nichols, Glass, \& Berliner, 2012). At both the state and national level, students' failure to pass these tests may significantly impact a student's ability to graduate. Students, parents, and educators need a method to identify students who are in danger failing the high-stakes tests. In Washington State, twenty percent of the 2013-2014 sophomore class did not pass the mathematics portion, $23 \%$ failed the science section, and $14 \%$ failed the English section of the test (Office of Superintendent of Public Instruction [OSPI], 2016). In the same year, twenty-four percent of the students in Washington state did not graduate. These students may have completed all coursework needed to graduate, obtaining the necessary amount of credits required, but due to educational reform No Child Left Behind Act of 2001 (No Child Left Behind [NCLB], 2002), they failed to demonstrate learning required for a high school diploma (Daun-Barnett \& St. John, 2012; Nichols et al., 2012).

The problem at EHS is that in the 2013-2014, year only $60 \%$ of high school students met standard one the EOCE, a graduation requirement. EHS has consistently scored low and has decreased 5\% since 2011. Approximately $30 \%$ of students fail to graduate on-time. There could be many factors that cause EHS to perform lower than other schools, but one reason could be the school's high ethnicity rate and low SES (Huang, 2015). At EHS, 70\% percent of students live below the national poverty line and are $25 \%$ Hispanic, $18 \%$ Black, 23\% White, 20\% Asian, and 4\% Native Hawaiian/Pacific

Islander (OSPI, 2016). In keeping with the national trend, these students consistently score at a $30 \%$ lower rate on high-stakes tests than White students above the poverty line.

If a student fails a necessary required part of a high-stakes test, such as the mathematics portion of the EOCE, some research says that they will continue to fail the same exam without an intervention method to determine what their knowledge level is, and then provide the new knowledge necessary to pass (Miller, Bell, \& McCallum, 2015; Singh, Märtsin, \& Glasswell, 2015). Currently, there is no such intervention method at EHS, and before this study, no researchers have compared the i-Ready to the EOCE at the high school level in mathematics.

## Constructivism

Constructivism is the theoretical foundation of this position paper.
Constructivism, according to Piaget (1964), explains how humans create meaning based on their relationship to their environments by building upon prior knowledge. Piaget implies that students possess various levels of knowledge that differ depending on their experiences. Cognitive structures of learners can change only at specific points in the cognitive development, which suggests that these structures can go a period without changing beyond certain thresholds (Piaget, 1964). Cognitivist research has come to a similar conclusion. Anderson, Spiro, and Anderson (1978), Gagné (1979), and Rumelhart (1980) explained that knowledge stored in the long-term memory stores as schemata, i.e., mental structures that influence attention and absorb new knowledge that fits into existing patterns. Schemata tend to remain unchanged for more extended periods of time, thus defining relatively stable levels of knowledge, such as those described by Piaget.

Formative assessment and CADs open several possibilities of intervention and improvement of student achievement (Dunn \& Mulvenon, 2009; Kingstone \& Nash, 2011). Formative assessment builds the groundwork for adaptive teaching at the teacher level (Scriven, 1967). Taking learning prerequisites and student performance into account, teachers can compensate deficits, support and foster student strengths, or allow students to follow their preferences in open learning environments (Klieme \& Warwas, 2011; Salomon, 1972). At the student level, formative assessment can support students’ self-assessment. According to Boud (2013), "self-assessment provides the fundamental link with learning" (p. 15) since it requires students to consider useful characteristics and
strategies that they can apply to their work, which in turn promote self-directed learning and lifelong learning skills (Knowles, 1975). Within this framework, students will find formative feedback most applicable when perceived as effective to in both providing useful information that benefits their learning.

## Purpose and Design

The purpose of this study was to determine if there was a significant relationship between achievement in mathematics on the i-Ready and achievement in mathematics on the EOCE. This correlational study examined the relationship between i-Ready scores (predictor variable) and EOCE scores (criterion variable) while controlling for gender, ethnicity, and SES. A correlational design allows the measurement of a relationship between variables, but it does not determine the cause of a phenomenon, i.e., why a variable has certain values and by which other variables it is influenced (Triola, 2006). I chose a correlational design since the study sought to find a potential relationship between variables (Creswell, 2012).

In this study, I used a non-random collection of the entire target population because the school district already collected the data and made it available to the researchers for the study with permission. Creswell (2012) stated that to avoid confirmation bias, researchers should use the largest amount of data possible. The target population consisted of archival records for students in the $10^{\text {th }}$ grade $(N=512)$ taking the i-Ready and the EOCE in 2014-2015. The statistical power analysis software G* Power 3.1 was used to calculate the minimum sample size for linear multiple regression by using a slope of .15 , an alpha error probability of .05 , and power set to .95 , which indicated a minimum of $n=129$ participants. Only students who were administered the iReady and the EOCE during the period of 2014-2015 were eligible to participate in the study. After removing the incomplete data, the actual sample consisted of $N=220$
students, which was over the calculated minimum. I presented demographic frequencies and percentages of the sample in in Table 1.

## Table 4

Demographic Frequencies and Percentages of the Sample

| Distribution |  | $N$ | $\%$ |
| :--- | :--- | :---: | :---: |
| Gender | Male | 123 | 56 |
| Ethnicity | Female | 97 | 44 |
|  | Asian | 40 | 18 |
|  | Black | 65 | 29 |
|  | Hispanic | 63 | 29 |
|  | Native Hawaiian/Other | 8 | 4 |
|  | Two or More Races | 11 | 5 |
|  | White | 33 | 15 |
| School Lunch Status | Free Lunch | 144 | 66 |
|  | Reduced Lunch | 15 | 7 |
|  | Not Eligible | 61 | 28 |
| Total Overall |  | 220 |  |

In this correlational study, I utilized archival i-Ready and EOCE data. The iReady measured an independent (predictor) variable, while the EOCE measured the dependent (criterion) variable. Eligible students in $10^{\text {th }}$ grade took the i-Ready in September and took the EOCE in May. These assessments provided the data for the study.

## Findings

The students scored on average 484 points $(S D=34.00)$ at i-Ready, and 389 points $(S D=45.00)$ at the EOCE test. In response to RQ1, the i-Ready scores significantly and positively predicted the EOCE test scores with $\beta=.64$ ( $p<.001$ ), explaining $R^{2}=.43$ of the criterion variance. In response to RQ 2 , the moderator analysis revealed that the demographic variables i-Ready x gender ( $\beta=.03, p=.58$ ), i -Ready x ethnicity ( $\beta=-.08, p=.15$ ) and i-Ready $x$ SES $(\beta=-.04, p=.48)$ did not predict the EOCE scores, meaning that there was no significant moderating effect. Thus, the findings confirmed the null hypothesis that suggested that gender, ethnicity, and SES did not moderate the relationship between the i-Ready and EOCE scores. Figure 2 displays the linearity between the i-Ready and EOCE scores.


Figure 2. Scatterplot showing linearity between i-Ready scores and the EOCE.
i-Ready
Regression analysis revealed that the i-Ready scores were a strong predictor of EOCE test scores in this study. The findings support the notion of support the research Shapiro, Dennis, and Fu (2015) who observed that CADs could function as CBMs in test prediction, but this study provides research for a CAD's ability to predict proficiency at the high school level. From a broader perspective, the findings of this study support the assertions of Piaget (1951), Vygotsky (1978), Ausubel (1960), Bloom (1956), and other cognitive researchers (Anderson, Spiro, \& Anderson, 1978; Gagné, 1979; Rumelhart, 1980) who implied learning occurs from level to level and is built through experience and necessity. The strength of the correlation suggested that i-Ready scores increased simultaneously with increases in EOCE test scores or decreased simultaneously with decreases in EOCE test scores.

Gender, Ethnicity, and SES
Regression analysis statistics revealed that gender, ethnicity, and SES had a weak correlation to EOCE scores, and were not statistically significant. The theories of Piaget (1959) supported these findings, who argued that knowledge will be different depending on experience. While demographic information did vary in regard to years of study in mathematics, all of these students have had similar levels of mathematics experience. As a result of this study, I suggested that the i-Ready, used as a tool determine the precise level of mathematics experience a student possessed was able to predict whether or not they would pass the EOCE successfully. While some studies have said that the achievement gap is widening (ESSA, 2015; Huang, 2015), the findings of this study suggested that tools like i-Ready could be useful in helping predict proficiency for highstakes tests, particularly in areas with similar demographics of gender, ethnicity, and SES. Teachers do not control student's gender, ethnicity, or SES, but teachers do control the instruction and mediation, and overall quality of education that students receive. The i-Ready has shown to be an accurate predictor or EOCE scores. Through formative assessment using the i-Ready, teachers should give students additional support to those who demonstrate low performance in mathematics through remediation, regardless of their background through scaffolding instruction, differentiated learning, and enhanced instruction. Educators can measure students in mathematical terms in specific levels in knowledge, and in the case of the i-Ready, grade levels of knowledge.

Recommendation \#1
Collect and analyze i-Ready data.
The findings of this study confirmed i-Ready's ability to predict test scores on the EOCE, establishing a need to collect data to predict which students may be in danger of failing their high-stakes exams at EHS. The i-Ready data and analysis will allow EHS to make data-based decisions to aid students in passing high-stakes exams. EHS currently does not have any data that could help predict which students may be in danger of failing. When EHS begins to collect and analyze i-Ready data, it can more accurately determine which students may be in need of additional support.

Data collection and analysis steps

- Administer the i-Ready in September
- Collect and analyze the i-Ready data
- Determine which students are in danger of failing the i-Ready

Side Box
Additional Costs - \$0
Additional Resources - 0
Additional Time Spent - 1 day

## Recommendation \#2

Provide additional resources for students in danger of failing the EOCE based on the iReady data.

Since EHS administers the i-Ready in September, Recommendation \#1 will provide teachers and administrators with seventh months of time to provide additional support and training for students in need before they take the EOCE. Research has been done connecting the effectiveness of formative feedback to computerized adaptive tests (Timmers, Braber-van den Broek \& van den Berg, 2013). Understanding which level of knowledge a student is at will help them be able to take preventative steps to potentially increasing their scores before they take the EOCE (Incantalupo, Treagust, \& Koul, 2014; Kara, 2015). Because of the i-Ready, we are now able to predict if students may be in danger of failing the EOCE. Without high-stakes test prevention, students may not be aware they are in danger of failing high-stakes exams until after they have failed it. Students, parents, and teachers deserve empirical, unbiased feedback of what level of knowledge students currently possess in relationship to what level of knowledge they need to be at to pass high-stakes tests. Recommendation \#2 is that the school provide additional support to students that are identified to be in danger of failing the EOCE.

## Recommendation \# 3

Use Learning Analytics tools to gain empirical insights into teaching and learning.
The impact of both LA and CAD have been shown to increase the quality of student learning and education (Daniel, 2015; Siemens, Dawson, \& Lynch, 2013). Some researchers suggest that schools adopt LA tools such as some CADs, for the use of educational improvement practices, such as test prediction (Baker \& Invitado, 2014). Researchers have identified the fields that inhibit the use of LA tools in schools into the following: technological readiness (Arnold et al., 2014), leadership (Arnold, Lonn, \& Pistilli, 2014), organizational culture (Carbonell, Dailey-Hebert, \& Gijselaers, 2013), and staff capacity (Norris \& Baer, 2013). This study recommends that EHS, along with other public schools, adopt LA as a means of improving student learning. EHS could consider other LA tools, such as online dashboards and student risk indexes.

With the present ability for public school systems to use LA tools, educators should consider the ethical concerns of LA. Tools that use LA give schools the potential to expedite feedback to teachers and students (Deakin Crick, 2017). While we gain a greater empirical understanding of student knowledge, we have a heightened responsibility to protect ownership of learning for the student and teacher (Knight, Shum, \& Littleton, 2014). Additionally, LA raises ethical concerns when using data that is either tied to specific groups of students or when entities collect or use data for reasons not related to learning (Slade \& Prinsloo, 2013). At EHS, administers can address some of
these ethical concerns by making sure that learners have equal access to LA tools, keeping the agency of learning in the hands of students and teachers, and making sure data is used to help improve student learning.

## Conclusions

Despite the vast wealth of technology that exists in education, work must be done to help make it more useful for the learner. The vast amount of educational technology and the data it generates can be overwhelming to school administrations, teachers, and students. Our goal should be to harness educational data to make it easy, intuitive and useful for the learner. While there is no easy solution to this task, this study presents one way to help students in danger of failing high-stakes mathematics tests. If we can use tools that already exist to help make learners more aware of what they know in relationship to high-stakes tests, it could significantly benefit high school students who need to pass these exams to graduate.

The use of LA and data tracking will continue to impact public school systems, despite some schools' reluctance to utilize it. Even without software that schools purchase to help track student data, businesses in the private sector, both small and large, make use of learner data for their purposes. While public schools might be trying to use traditional testing as means of measuring student knowledge, they should instead embrace the use of learner data, and make efforts to keep the power of LA-based tools in the hands of the teachers, students, and educational stakeholders. A practical first step would be to use the information at their disposal to help students in danger of failing required high-stakes examinations. Beyond this immediate and urgent need, the possibilities of online formative assessment systems, data tracking, and LA are seemingly endless.
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