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Abstract 

In this article, I present a justification for implementing AI literacy courses in higher education. I explore the 

ethical concerns and biases surrounding AI technologies, highlighting the importance of critical analysis and 

responsible use of AI. I then propose a conceptual framework, focusing on awareness, skill development, and 

the practical application of AI. This framework aims to foster comprehensive understanding and empower 

students to leverage AI’s potential while mitigating risks. I also provide sample course titles and learning 

objectives. The suggested course format covers AI concepts, ethical considerations, bias awareness, and 

practical prompt engineering skills. There is a need to integrate AI literacy courses into higher education 

curricula, and I offer a roadmap for implementation. By equipping students with AI literacy, colleges can 

prepare students to navigate an AI-driven world responsibly while nurturing innovation and critical-thinking 

skills needed for future success. 
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Introduction 

The recent development of Large Language Models and Artificial Intelligence (AI) tools, such as ChatGPT, 

Google Gemini, and Microsoft Co-pilot, is having a disruptive impact on higher education. The ease of 

availability of generative AI tools has brought about a new era of learning, enabling students to use 

sophisticated tools that can simplify their academic tasks, such as writing homework assignments, essays, 

research papers, and computer code (Haenlein & Kaplan, 2019; Ng et al., 2022). The content generated by AI 

tools creates grammatically correct sentences, paragraphs, essays, or research articles with high accuracy (Lin 

& Chang, 2020; Ouyang et al., 2022). AI tools have been trained on many sources, such as books, articles, and 

website information. The software can determine patterns and relationships between words and sentences to 

generate the content required for most course assignments. AI models possess the capacity to enhance the 
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students’ learning experience. However, it is crucial to use AI responsibly and with caution. Generative AI can 

help students build on their existing knowledge and develop critical-thinking skills by providing access to 

additional resources and explanations. 

As AI technology becomes more prevalent in the workforce, it is essential for college students to have a deeper 

understanding of the applications, advantages, limitations, and issues related to AI. AI literacy refers to the 

level of knowledge and understanding that individuals have about AI and its applications (Cardona et al., 

2023; Trust et al., 2023). It includes the ability for students to understand what AI is, how it works, its 

limitations, and how it can be best used to create content (Faruqe et al., 2022). In addition to learning about 

the advantages provided by AI, it is also essential to educate students about AI’s ethical and societal 

implications. This can include topics such as bias and ethics used by AI algorithms to generate content. 

Engaging in discussions within AI literacy courses can stimulate critical thinking and encourage reflection on 

AI’s role, aiding students in better understanding the significance of AI in education and the workplace (ISTE, 

2022). There is a need to provide AI literacy to students in higher education before they graduate. AI-literate 

college will be better equipped to create new content, products, and services within the ethical framework of 

AI technology (Aldabe et al., 2023). My aim is to provide information and justification for AI awareness and 

make a case for including AI literacy courses as an essential component in the higher education curriculum.   

While the benefits of using AI tools in education are numerous, many students may not fully understand the 

broader issues around AI use in education. Without a proper understanding of the implications of AI tools, 

students may fall prey to potentially unintended outcomes or negative consequences, such as ethical concerns 

around data use and privacy and overreliance on technology (Lund et al., 2023). Therefore, it is essential to 

educate students on how to use AI tools effectively. Students need to be informed about the ethical and AI-

generated content in the course materials they submit. There are concerns about issues such as academic 

integrity, misuse of AI tools, the impact on critical-thinking skills, lack of training, as well as issues of bias and 

accuracy (Hutson, 2021). There is also a need to balance the development of critical-thinking skills by using 

AI tools to assist learning. Other themes that have emerged in discussions around the rapid evolution of AI 

tools include the need for equity in assessment, concerns about plagiarism, and a call for students to be 

knowledgeable about the ethical use of generative AI (Jobin et al., 2019). Additionally, some educators are 

concerned about the impact of AI on the ability of students to think critically and independently and the 

potential loss of trust in AI-assisted academic work due to the possibility of inaccuracies and hallucinations 

produced by AI tools (Bozkurt et al., 2023; Reinhardt, 2022). 

AI tools offer advanced features that can transform business, education, and society. As AI models and natural 

language-processing capabilities become increasingly sophisticated, there are new opportunities for growth 

and development across a wide range of fields. AI technology has permeated higher education and is having a 

wide range of impacts on teaching, learning, and assessment (Cope et al., 2021; Marron, 2023). AI 

development has brought attention to developing innovative instructional strategies to integrate AI tools in 

the higher education classroom. The extent to which educators accept and use AI technology can significantly 

impact an institution’s ability to provide an AI-literate workforce. Educators have mixed feelings about using 

AI tools for teaching for various reasons, including a limited understanding of the technology, pedagogical 

gaps in AI learning design, lack of guidance from administrators, ethical concerns, and implementation 

challenges (Ghallab, 2019; Mollick, 2023).  

Justification for AI Literacy Competencies 

Students must be educated to focus on the process and the product of generating content with AI tools. AI 

literacy could include a set of competencies that enable an individual to articulate the terminology related to 

AI technology. For AI literacy, students should also be aware of the ethical implications of AI, including issues 
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related to privacy, bias, and accountability (Jones et al., 2022). Overall, AI literacy would provide students 

with the necessary knowledge and skills to navigate and engage with the rapidly evolving world of AI 

technology. The pedagogy of AI literacy courses can vary widely, with some lecture-based instruction and 

other courses taking a more hands-on approach. Irrespective of the teaching style, the goal should be to 

provide students with a foundation in understanding the capabilities of AI and its applications. The purpose of 

any AI literacy course should be to help students develop competencies to critically evaluate AI technologies 

by communicating and collaborating effectively with AI tools. Students should also be able to recognize the 

strengths and limitations of AI tools. 

ChatGPT 

Since its introduction in November 2022, ChatGPT has become the most well-known AI chatbot in education 

(Mollick, 2023; Shidiq, 2023). It has the potential to revolutionize the way students approach learning. By 

providing free and quick access to information, ChatGPT can help students build on their existing knowledge 

by providing additional resources and explanations (Cardona et al., 2023). However, students must be aware 

that ChatGPT is not infallible and should use it cautiously. While ChatGPT can provide students with quick 

answers, it may not always be accurate or offer the necessary context for understanding a topic fully (Celik et 

al., 2022). Therefore, educating students on cross-checking information and verifying it using other credible 

sources is essential. 

For students, ChatGPT is a tool that can be used in courses to provide resources to solve complex problems, 

troubleshoot errors, and learn new programming languages. It can also help summarize, brainstorm, and 

refine their ideas. Ouyang et al. (2022) reported that AI tools perform best on tasks such as idea generation 

and brainstorming, knowledge seeking, conversation, rewriting, summarizing and extraction, and 

classification. These are basic tasks performed by most students when it comes to writing an outline for a 

research paper topic or searching for the terminology of unfamiliar terms to be used in their paper. Students 

can also have ChatGPT serve as a sounding board or a personal tutor by asking it to reply to questions to help 

with the development of ideas for the paper, rewriting or rephrasing text from research articles, or having the 

model condense or summarize long text into paragraphs (Dergaa et al., 2023; Dwivedi et al., 2023). One of the 

main benefits of AI is that it can provide personalized learning. AI algorithms can analyze a student’s learning 

style, pace, and preferences and create a customized learning path (Kasneci et al., 2023). This can help 

students learn more efficiently and effectively. AI can also provide immediate feedback and adaptive 

assessments, allowing students to identify their strengths and weaknesses and focus on areas that need 

improvement (Limna et al., 2023). Overall, generative AI models can potentially transform students’ learning 

by providing personalized, adaptive, and engaging learning experiences.  

As students increasingly rely on technology to enhance their learning experience, ChatGPT has become a 

helpful tool. However, the increasing use of ChatGPT raises ethical questions about the acceptable use of 

technology in the classroom (Sullivan et al., 2023). While ChatGPT can be a valuable learning assistant, it may 

give students a false sense of what they have learned or the skills they have built. For instance, if students use 

ChatGPT to complete assignments without developing critical-thinking skills, they may not be adequately 

prepared for the workforce. Students also need to understand the expectations surrounding the acceptable 

uses of ChatGPT. While it can help summarize, refine, and generate new ideas, it is important to know when 

technology provides an unfair advantage (Cotton et al., 2023). Access to ChatGPT will be available in the 

workforce, so developing critical-thinking skills should be the focus rather than relying solely on AI to provide 

answers to problems. 

The widespread availability of ChatGPT means that employees in the workforce will inevitably have access to 

AI technology. Therefore, educators must not only teach students how to use AI technology but also to focus 

on developing critical-thinking skills while using AI. Both technology proficiency and critical thinking are 
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essential in the learning process as they can work together to empower students to leverage the capabilities of 

AI tools. Rather than relying solely on ChatGPT for cognitive offloading, students should learn how to analyze 

problems, think creatively, and make informed decisions (Perkins, 2023). This approach ensures that 

students are not just using ChatGPT as a shortcut to complete assignments but are given the opportunity by 

educators to develop the necessary skills to succeed in the workforce (Smith & Robinson, 2020). While using 

ChatGPT as a learning tool is acceptable, using it to cheat undermines the learning process (Hisan & Amri, 

2023). Educators must ensure that students are using ChatGPT responsibly, and students must understand 

the importance of using ChatGPT as a means of enhancing their learning experience. 

As educators and students navigate the changing landscape of education, the focus should be on using 

ChatGPT as a learning assistant rather than a shortcut. Finally, while the efficiency provided by ChatGPT is 

undoubtedly useful, students should be aware of the efficiency vs. quality trade-off conundrum (Kumar, 

2023). It is crucial to evaluate the quality of the output provided by the AI tool and ensure it aligns with the 

goals of the assignment or project. Overall, ChatGPT can be a beneficial tool for students, but it is essential to 

use it thoughtfully and to critically evaluate the information it provides. Content in AI literacy courses can 

help students understand the limitations and biases of Generative AI and ensure that their use of the tool 

aligns with the expectations and goals of their learning experience. 

Prompt Engineering 

Similar to writing code for computer programs, AI uses “prompts” as natural language input into large 

language models, such as ChatGPT. These natural language conversational prompts are processed by 

transformers in the generative AI model. The output is text returned to the user by the chatbot (Dalalah & 

Dalalah, 2023). Prompts can range from a few words in a simple sentence to more complex compositions that 

include variables similar to those used in computer code. The ability to compose, tweak, and follow up with 

responses to achieve the necessary output provides several advantages. In the Natural Language Processing 

context, “prompt engineering” is the process of discovering inputs that yield the most accurate and contextual 

output (Giray, 2023). By using prompts efficiently, users can get the output quickly and accurately. Skills in 

learning about composing prompts and adapting the responses as follow-ups to different scenarios can make 

the output more flexible and versatile. User experience is improved if the AI model can provide a more 

personalized and tailored response to queries (Kozachek, 2023).  

To use chatbots effectively and efficiently, students must be able to demonstrate competencies in several 

components of prompt framing, which can include items such as persona setting, task description, context 

description, verbiage alteration, audience identification, structural referencing, goal setting, citing sources, 

writing style, tone, style, voice inflections, and output formatting (Lo, 2023). A well-crafted prompt can 

identify the purpose of the query using specific and relevant language based on which initial output is 

generated. Since AI models can continue the conversation, revised prompting (also called prompt 

optimization) can help the AI model remove ambiguities and regenerate responses based on additional 

information (Zamfirescu-Pereira et al., 2023). Best practices for composing prompts in AI models should 

focus on optimizing the output with trustworthy and credible responses. The best prompts set clear objectives, 

provide specific contextual information, use task-specific language, maintain a consistent tone, and enable the 

AI model to assume a persona. By following these practices, students can enhance the effectiveness, reliability, 

and coherence of the generative text produced by AI models. 

AI Ethics and Bias Concerns 

While AI has the potential to enhance and improve educational experiences, it also poses significant ethical 

challenges that need to be addressed. There are several ethical considerations surrounding AI in education. 

One perspective is that AI has the potential to democratize education and make it more accessible to 

underserved populations (Hassani & Silva, 2023). For example, AI-powered tutoring systems can provide 
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personalized learning experiences to students who may not have access to traditional classroom instruction 

(Hew et al., 2023). However, if AI systems are only available to students with access to the latest technology, it 

could further marginalize students from low-income backgrounds (Laird et al., 2022). AI algorithms can also 

identify students at risk of dropping out, allowing educators to intervene early and provide additional support. 

Another ethical consideration of AI in education is the issue of bias. AI algorithms are only as unbiased as the 

datasets they are trained on; if those datasets contain biases, they can be reinforced by the algorithm (Martin, 

2019). For example, if an AI algorithm is trained on a dataset that is biased against a particular group of 

people, it may perpetuate that bias by making recommendations that are unfair or discriminatory.  

An additional concern of AI use in education is the issue of privacy. With AI systems collecting and processing 

vast amounts of data about students, there is a risk that this data could be misused intentionally or 

unintentionally (Halaweh, 2023). For example, if an AI algorithm is used to predict a student’s academic 

performance based on their personal data (Tsiakmaki et al., 2021), such as their gender, race, or socioeconomic 

status, it could potentially be used to discriminate against them. To address this issue, it is essential to 

understand the need for privacy policies that regulate the use and sharing of student data. There are concerns 

that AI in education could perpetuate existing inequalities and exacerbate the digital divide. In addition to 

concerns regarding accuracy and bias, there are also more general concerns about the ethics and privacy 

implications of using tools such as ChatGPT in educational contexts and what policies and regulations need to be 

in place to ensure that the technology is used securely, ethically, and responsibly (Irons & Crick, 2022).  

Preparing students for an ethically challenged world requires the effective integration of ethics education into 

the learning environment of the classroom (Hishiyama & Shao, 2022; Sabzalieva & Valentini, 2023). A key 

focus of any AI literacy course should be on teaching ethical principles when using AI. Students should not 

only come away from the course with an understanding of what AI is and how it works, but they should also 

be able to evaluate the ethical implications of AI and its impact on society. Along with ethics, topics on related 

issues such as bias, privacy, and accountability should also be covered.  

AI and Writing 

For course assignments that involve writing and research, it is possible for students to use AI tools to generate 

content by providing prompts to the AI model, which will help develop short or long essays or research 

papers. The latest versions of AI models can also include references to support research and opinion. AI-

generated text can be rephrased several times, so detection software may not detect the use of AI. Educators 

can attempt to design prompts that AI generators are unable to complete; however, the rate of sophistication 

that is being included in each iteration of the tools being released at regular intervals makes it challenging for 

educators to come up with new prompts that will make it difficult for AI models to generate text in response to 

the prompts (Mollick, 2023).  

The goal of any academic program should be to support students and provide a culture of integrity to help 

reinforce quality teaching and learning. As generative AI gets more powerful with each new version, 

administrators and faculty members will continue to grapple with finding effective methods for integrating AI 

tools into courses. With proper training and education on technology and pedagogy, issues that emerge due to 

AI use can be effectively addressed within academic programs. AI ethics education is a critical component that 

must be integrated into AI literacy courses to increase the possibility that students will exhibit ethical 

behaviors consistent with policies in place in the workforce (Javed et al., 2022). 

Conceptual Framework 

As colleges and universities realize the need to provide AI literacy for students, a conceptual framework is 

needed to provide a structured approach to develop courses that can address different facets of AI literacy. A 
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framework can provide a clear direction to articulate the goals and learning outcomes of courses as well as the 

methods to achieve the outcomes. With the rapidly evolving field of AI, the framework can provide a roadmap 

to ensure that the content and pedagogy are relevant. A well-designed AI course should be inclusive and 

accessible to a diverse range of learners, and students should be made aware of the strengths and limitations 

of AI tools and domains (Faruqe et al., 2022; Ng et al., 2023).  

There can be different approaches to AI literacy based on expected learning outcomes. Courses can range 

from raising awareness of AI to technical courses that teach students how to write AI programs for customized 

applications. The conceptual model I propose was adapted from a computer literacy model (Hazari, 1991), 

which included awareness, development of technology skills, and application of knowledge by having students 

progress from information acquisition to skill enhancement and integration. The conceptual framework of the 

computer literacy model is relevant to AI literacy due to the underlying principles it represents. While AI’s 

specific content and technicalities may differ from traditional computer literacy, the foundational concepts of 

awareness, skill development, and knowledge application remain crucial. In the rapidly evolving field of AI, 

the proposed model can provide institutions with a roadmap to develop AI literacy courses to help students 

use AI technologies effectively. By understanding the underlying principles of AI, educators and students can 

become more aware of its capabilities and limitations. This awareness allows them to make informed 

decisions and judgments when interacting with AI systems. 

Furthermore, the model emphasizes the importance of skill development in AI literacy. Just as computer 

literacy requires individuals to acquire skills in operating systems, software applications, and basic 

programming (Hickman & Corritore, 1995), AI literacy demands proficiency in areas such as natural language 

processing, writing, research, and ethical considerations. By actively developing these skills, students can 

harness the potential of AI tools. The proposed framework also highlights the application of knowledge in AI 

literacy. It will prepare students to acquire conceptual knowledge and apply it in real-world scenarios. The 

practical application can make students aware of the practical implications of AI and its potential applications 

in various domains. The AI literacy model can serve as a guiding framework to help students progress in 

understanding and utilization of AI technologies. It can provide a structured approach that helps students stay 

relevant and adaptable in a rapidly evolving technological landscape.  

The proposed AI literacy course conceptual model is shown in Figure 1. 
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Figure 1. AI literacy course conceptual model 

 

Recommendations 

The AI literacy course can be taught by using a combination of lectures, discussions, and/or hands-on 

projects. Faculty members can also integrate individual components of the AI literacy model to foster AI 

literacy in existing courses. Emphasizing the interconnection between AI concepts in various disciplines can 

help students understand and apply AI in different subject areas. Using AI applications in existing courses can 

help faculty members integrate AI discussions organically into their discipline-specific courses. By 

incorporating AI literacy in disciplinary contexts, the framework facilitates a cohesive and interconnected 

educational experience for students, ensuring that the knowledge gained about AI aligns across courses. 

Although the exact nature of an AI literacy course could be tailored to specific program needs, competencies, 

and goals to be achieved, the following list of course components should provide a roadmap for designing and 

customizing a course to meet programmatic or institutional needs.  

The following are sample course titles that can be used to give students an idea of course content: 

• Introduction to AI 

• AI Literacy for the Workforce 

• Leveraging AI for Effective Learning 

• Using AI as a Writing & Research Assistant 

• Essentials of AI for <domain> (e.g., Essentials of AI for Business) 

• Applications of AI in <domain> (e.g., Applications of AI in Healthcare) 
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Sample Course Descriptions 

Table 1 shows two sample course descriptions that can be adjusted based on learning outcomes for the AI 

course. 

Table 1. Sample AI literacy course descriptions 

* This course is designed to inform students about the role of Artificial Intelligence (AI) in educational 

settings. With the increasing amount of AI tools being developed, AI can be a powerful medium for 

students to enhance their learning experiences, gain deeper insights, and develop critical-thinking 

skills. In this course, students will learn how to use AI models, such as ChatGPT, to generate natural 

language responses using relevant prompts.   

The course will start with an introduction to AI and its applications in academic research and practice. 

Students will be taught about various AI tools and specific terminology, such as machine learning and 

natural language processing. The course topics will include assessing the efficacy of AI models, 

detecting any probable biases, and incorporating ethical principles while utilizing AI, enabling the 

students to understand and address the ethical implications and limitations associated with AI 

technology. 

* The course will cover various AI tools and platforms for specific applications. Students will be 

taught to use AI tools to analyze data, extract insights, and generate new knowledge. They will also 

learn how to integrate AI with existing research methods and how to choose the right AI tool for their 

specific research needs. Students will actively participate in hands-on exercises and use their 

knowledge and skills in real-world research scenarios. Students will work on individual and group 

projects to conduct academic writing and research using AI. By the end of the course, students will 

have a strong understanding of how to use AI to conduct research and be able to apply these skills to 

their future projects in the workplace. 

Based on the previous discussion, an AI literacy course for college students would help students meet the 

following goals: 

• Understand the basics of AI terminology 

• Compose prompts to generate output based on user expectations 

• Adjust prompts to fine-tune the generated output 

• Debate the ethical implications of AI and how it can impact society 

• Recognize the limitations of AI systems and their potential biases 

• Understand the applications of AI in various industries 

• Learn about the potential implications of AI for the future 

The topics covered in an AI literacy course and the learning objectives are shown in Table 2.  
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Table 2. Learning objectives for AI literacy courses  

Topic Learning Objectives  

 Upon completion of this course, students will be able to…. 

AI Terminology Demonstrate a comprehensive understanding of key AI terminology 

and concepts  

Prompt Engineering Design and implement prompt engineering techniques to enhance 

the output quality of AI language models 

Prompt 1 (Beginner) Write effective prompts to generate output from AI language models 

Prompt 2 (Advanced) Fine-tune complex prompts for better performance and reliability of 

output from AI language models 

Prompt Optimization Develop templates to be used as templates for complex tasks 

Creative Writing With AI Write AI prompts for creative writing projects, such as poetry, short 

stories, and screenplays 

Academic Writing With AI Use AI prompts for academic writing projects, such as research 

papers, essays, and dissertations 

Business Writing With AI Use AI prompts for business writing projects, such as emails, cover 

letters, résumés, reports, marketing documents, and proposals 

Researching With AI Demonstrate the ability to use AI tools for data collection, analysis, 

and presentation  

Bias Critically identify and assess bias considerations associated with the 

output of AI technologies 

Ethics Discuss the ethical implications and societal impact of AI 

technologies, including privacy, transparency, and accountability 

Conclusion 

As AI continues to shape our world and becomes prevalent in all industries, employers will increasingly seek 

AI-savvy candidates. College students must have the skills and knowledge to navigate the complexities 

associated with AI adoption. The challenge in teaching AI courses will be to set expectations that AI tools can 

support students’ learning and reinforce the importance of thinking, reflection, and originality of thoughts 

(Weinberger, 2018). By offering AI literacy courses, higher education institutions can ensure that their 

students are competitive in the job market and have the skills necessary to succeed in the 21st-century 

economy. The importance of ethical AI literacy remains crucial and cannot be overstated when it comes to 

preparing students to work in a technology-enhanced workplace. As technology innovation becomes part of 

our daily lives, integrating AI literacy courses into the curriculum can provide students with an opportunity to 

develop relevant skills and become informed and responsible citizens who can make meaningful contributions 

to society. 
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