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Abstract 

Agile software development team composition can lead to budgetary and timeline 

overruns, ultimately affecting software development project success. IT leaders and 

software development project managers must identify the critical success factors that 

affect agile software development project success, as unsuccessful project outcomes can 

make an organization seem inefficient and incapable by stakeholders. Grounded in the 

critical success factors theory, the purpose of this quantitative, correlational study was to 

examine the relationship between software development team size, experience, the level 

of effort estimation accuracy, and agile software development project success. Survey 

data (N = 61) were collected from software development project managers in Texas. The 

regression model was not significant, F(3, 57) = 2.093, p = 0.111, R2 = 0.099. The R2 

(0.099) value indicated that approximately 9% of the variance in agile software 

development project success is accounted for by the linear combination of the predictor 

variables. All three predictors were insignificant: team experience (t= .956, p = .343, ß = 

.537), team size (t= .1.17, p = .247, ß = .683), and effort estimation accuracy (t= -1.90, p 

= .061, ß = -1.563). One recommendation is for IT leaders and software development 

project managers to consider the number of members when comprising a development  

team. The implications for positive social change include the potential for IT leaders and 

software development project managers to increase stakeholder satisfaction and project 

success rates. 
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Section 1: Foundation of the Study 

 Many factors contribute to the success of a software development project. The 

accuracy of the level of effort estimation is incredibly challenging in the software 

industry. Challenges present themselves due to the complexity of software development 

and various social and technical factors (Kula et al., 2022). A common approach to 

software development and maintenance is the agile methodology. Software industries 

widely use the agile software methodology due to its flexibility and dynamic nature, and 

it is successful with small teams (Butt et al., 2022). As part of the agile methodology, 

each development team member has input regarding the effort required to accomplish a 

task. The determination of an agile software development project's success relies on 

estimation accuracy, relative team experience, and team size (Butt et al., 2022). 

Background of the Problem 

Software development teams have difficulty providing stakeholders with accurate 

development effort estimates. In the context of agile projects, this sentiment is especially 

true. The agile methodology is widely used in the software industry to develop and 

produce software rapidly (Venkatesh et al., 2016). There are six primary agile methods: 

Extreme Programming (XP), Scrum, Dynamic System Development Method (DSDM), 

Feature Driven Development (FDD), Adaptive Software Development (ASD), and 

Crystal. However, Scrum is the preferred method software development teams use 

because of its lightweight process with fixed-time iterations (Butt et al., 2022). The 

effectiveness of Scrum is demonstrated primarily in small-scale and co-located 

development teams. The team members play a significant role in project success, 
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including on-time delivery, a quality product, and cost estimation (Chiang & Lin, 2020). 

Project teams often contain developers with varying development levels and small-team 

experience (Gren et al., 2020). The project team size also varies from project to project 

and is determined by several factors. In the agile methodology, team members evaluate 

and estimate the effort required to perform a task. Team member experience and subject 

knowledge are essential factors that may influence estimation accuracy (Kula et al., 

2022). In this study, I evaluated the relationships between project team size, experience 

level, level of effort estimation accuracy, and project success rate. 

Problem Statement 

Software projects are often delivered late and have overrun budgets due to 

software development being complex and affected by various technical and social factors 

(Kula et al., 2022). It is not uncommon for software development project costs to exceed 

budgetary limitations by 35% (Saeeda et al., 2020). The general IT problem was software 

development project managers lack an understanding of the factors that drive costs and 

delay agile software development projects. The specific IT problem was that some IT 

leaders did not understand the relationship between software development team size, 

team experience, level of effort estimation accuracy, and agile software development 

project success rates. 

Purpose Statement 

The purpose of this quantitative correlational study was to examine the 

relationship between software development team size, team experience, level of effort 

estimation accuracy, and project success rate of agile software development projects. The 
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independent variables were team size, team experience, and level of effort estimation 

accuracy, and the dependent variable was the project success rate. The targeted 

population was agile software development project managers located in Texas. I 

evaluated technical factors that affect development and production costs and how they 

correlate so that project managers can compose a development team leading to project 

success, thus impacting social change positively. By conducting this study, I developed 

insight into how project managers can mitigate production costs and provide a quality 

product that meets or exceeds timeline and budgetary constraints. Project management 

success criteria are often focused on the delivery and implementation phases to determine 

if project elements were performed correctly. Correctly performing elements may result 

in an on-time completion and within cost; however, it does not necessarily improve team 

efficiency and effectiveness. Identifying team components that improve efficiency and 

effectiveness may reduce development costs, allowing enhancements such as consumer 

data protection. 

Nature of the Study 

For this study, I used a quantitative correlational design to evaluate the 

relationships between software development team size, team experience, level of effort 

estimation accuracy, and agile software development project success rate. Three 

prominent research design models exist: quantitative, qualitative, and mixed methods. 

Developing and testing hypotheses are elements of a quantitative design (McCusker & 

Gunaydin, 2015). These elements align with this study's goal, making quantitative design 

appropriate because of its hypothesis testing support and capabilities. Researchers use a 
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qualitative method to explore a phenomenon, including interpreting and understanding 

social interactions (Jonsen et al., 2018; Moser & Korstjens, 2018). I did not seek to 

explore strategies or social experiences; therefore, a qualitative design was not the 

appropriate method to analyze and identify causal relationships. A mixed-method design 

views qualitative and quantitative from a single study to identify inferences (Alavi & 

Hąbek, 2016). Because the mixed-methods method implements elements of a qualitative 

design, it was inappropriate for establishing relationships between variables. 

Additionally, I did not seek motives influencing a phenomenon; therefore, a qualitative 

and mixed-methods design was not ideal. 

 For this quantitative study, I used a correlational design. Correlational research 

determines the prevalence and relationships among two or more variables (Curtis et al., 

2016). I evaluated the relationships among software development team size, team 

experience, level of effort estimation accuracy, and software development project success 

rates; therefore, a correlative design is the most appropriate. Quantitative designs include 

descriptive, experimental, and quasi-experimental (Norris et al., 2015). The purpose of a 

descriptive study is to observe the behavior of the variables in their natural environment 

so that new phenomenological characteristics can be developed (Loeb et al., 2017). I did 

not use a descriptive design because it observes the current state of variables; however, 

relationships among variables are not assessed. Establishing causal relationships by 

manipulating independent variables and assigning participants randomly to control 

groups are elements of experimental design (McCarthy et al., 2017). A quasi-

experimental design does not include randomly selected participants, making it different 
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from an experimental design (Haegele & Hodge, 2015). Experimental and quasi-

experimental designs were inappropriate for this study because my goal was not to 

investigate and understand the cause and effect of variables versus examining 

relationships between them. 

Research Question 

Research Question (RQ): What is the relationship between software development 

team size, team experience, the accuracy of the level of effort estimation accuracy, and 

agile software development project success rates? 

Hypotheses 

Null Hypothesis (H0): There is no significant relationship between software 

development team size, team experience, level of effort estimation accuracy, and agile 

software development project success rates. 

Alternative Hypothesis (H1): There is a significant relationship between software 

development team size, team experience, level of effort estimation accuracy, and agile 

software development project success rates. 

Theoretical Framework 

In this study, I viewed project success within the framework of critical success 

factors of agile software development projects defined by Chow and Cao (2008). 

Methods of measuring project success have evolved, starting with the iron triangle 

developed by Atkinson in 1999 (Atkinson, 1999). Then, lists of critical success factors 

were generated, followed by success frameworks used today. The framework created by 

Chow and Cao (2008) identified four dimensions in which project failures can be 
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categorized: (a) organizational, (b) people, (c) process, and (d) technical. Many social and 

technical factors contribute to software development team inefficiency and 

ineffectiveness (Stankovic et al., 2013). 

Furthermore, Chow and Cao (2008) identified three critical success factors: (a) 

delivery strategy, (b) agile software engineering techniques, and (c) team capability. 

According to Misra et al. (2009), competent teams provide fast deliveries of quality 

software that meets or exceeds stakeholder requirements. The capabilities of team 

members are influenced by understanding and knowledge of agile development 

techniques and other factors (Tam et al., 2020).   

Assumptions, Limitations, and Delimitations 

Research activity is almost always affected by exceptional circumstances and 

situations. The following assumptions, limitations, and delimitations identify conditions 

and events that influenced this quantitative study. According to Levitt et al. (2017), 

acknowledging influences and circumstances increases the integrity of the study. 

Assumptions 

Accepted beliefs or statements believed to be accurate are known as assumptions 

(Yang et al., 2018). My primary assumption in this study was that participants would 

answer the survey questions as truthfully as possible and that they understood the 

questions before answering. My second assumption was that the participants have 

experience working in teams on agile software development projects. 
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Limitations 

Limitations are potential weaknesses of a study. A limitation is an imperfection in 

theory or methodology that does not impair the validity of the study's findings (Busse et 

al., 2017). The number of respondents who do not provide accurate or truthful answers 

can skew the results, producing inaccuracies in the statistical computations. If 

respondents did not understand the questions correctly, their answers could be 

nonsensical or inaccurate. This concern is mitigated using a vetted and proven survey 

instrument used in previous studies such as Chow and Cao (2008) and Stankovic et al. 

(2013). Additionally, for this study I targeted individuals with inconsistent levels of 

understanding of agile methods. The lack of understanding could have affected how the 

respondent answers the survey. 

Delimitations 

Limitations set by the researcher to explicitly define the research parameters are 

known as delimitations. This study was limited to software development project 

managers that use the agile methodology. This study was also limited to project managers 

in Texas with teams of three or more members. 

Significance of the Study 

Contribution to Information Technology Practice  

The results of this quantitative correlational study may provide agile software 

development professionals with an understanding of the impact of development team 

experience, team size, and level of effort estimation accuracy on project success. 

Software development teams are often comprised of developers with varying levels of 
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development experience. The findings may provide project managers insight into what 

mixture of development experience levels offers the best possibility for a successful 

project. The results may also show the impact of development team size on project 

success. Software development project team size varies based on resource availability, 

developer skills, and the size of the solution being developed. The findings of this 

research may also improve knowledge for project managers on the importance of level of 

effort estimation accuracy and its correlation to project success. Enhanced understanding 

of how attributes of software development project teams may add value to the software 

development project and product managers, IT organizations, and stakeholders of the 

software product. 

Implications for Social Change 

If the research successfully identifies the relationships between software 

development team size, team experience, level of effort estimation accuracy, and the 

impact on project success, it can improve the lives of those responsible for assembling 

project teams. A well-assembled project team could reduce the stress on IT project 

managers, software development professionals, product owners, and stakeholders. Project 

team composition that reflects successful software development projects can also benefit 

development teams by improving morale and introducing low or non-experienced 

developers to the thought processes of experienced developers. In addition, accurate 

effort estimation can aid in providing accurate and realistic time frames for the software 

solution delivery. Therefore, supplying IT project managers with knowledge of attributes 
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that produce successful development projects may incite positive social change for 

various stakeholders. 

A Review of the Professional and Academic Literature 

The literature review for this study contains an analysis and synthesis of journal 

articles about agile software development projects’ accuracy of software development 

effort estimation, team experience, team size, and related topics. Additional information 

regarding agile project management practices that affect software development project 

success is included. The themes addressed in the literature review are (a) agile software 

development, (b) critical success factors of agile software development projects, (c) 

current research social and technical factors that affect project success, and (d) supporting 

and contradictory theories. The chosen themes provide agile software development 

background information, social and technical factors, development effort estimation 

factors, and an analysis of the theoretical framework of critical success factors by Chow 

and Cao (2008). The academic literature review on characteristics and factors that affect 

software development project success supports a correlation between software 

development team size, team experience, the accuracy of development effort estimation, 

and project success. 

In this quantitative correlational study, I examined the relationship between 

software development team size, team experience, level of effort estimation accuracy, 

and project success for agile software development projects. In the literature review, I  

identified current factors of agile software development projects and their effect on 

software development project success. The literature review contains articles from SAGE 
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Knowledge Journals, ACM Digital Library, Science Direct, Thoreau Multi Database 

Search, IEEE Xplore Digital Library, Project Management Journals, and Google Scholar. 

Ulrich was used to verify that the references in this review were peer-reviewed. The 

literature review contains 92 articles, 25 (27%) related to my theoretical framework, and 

74 (80%) were published within five years of my expected graduation. 

Agile Software Development 

In 2001, a summit of 17 supporters of lightweight development processes met in 

Snowbird, Utah (Krstić et al., 2018), where the term agile was adopted. The supporters 

wanted to create an alternative to plan-driven development; thus, the Agile Manifesto was 

introduced (Abdalhamid & Mishra, 2017). The Manifesto was designed to provide 12 

core values related to agile software development principles (Stoica et al., 2016). The 

Agile Manifesto ideology includes four primary standards (a) interactions and individuals 

are valued above processes and tools, (b) functioning software is valued over complete 

and comprehensive documentation, (c) contract negotiation is not as important as 

collaboration with customers, and (d) responding to change versus a defined project plan 

(Coleman, 2016; Drury-Grogan et al., 2017). Collaboration and communication of self-

organized teams are the primary focus of the agile approach to software development 

(Vallon et al., 2018). 

Typical waterfall software development methodologies do not provide the 

flexibility found in agile. Agile promotes the incorporation of user involvement in the 

development process with minimal management (Taylor, 2016). Short development 

cycles, continuous deployments, and evolving requirements are significant benefits of the 
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agile approach to development (Drury-Grogan et al., 2017). Agile methods improve 

quality by promoting the breakdown of tasks into small and manageable developmental 

units (Kandengwa & Khoza, 2021). Development teams have entirely accepted the agile 

process for the management and construction of software. 

Agile Software Development Methodologies 

Legacy development methodologies, including waterfall, spiral, and stagewise, 

introduced challenges leading to the evolution of agile software management. The early 

stages of software development can be summarized as a cycle of coding and bug fixing. 

The fundamental concept was to write code first without planning and designing (Oyong 

& Ekong, 2019). Traditional software development methodologies (TDSMs) are 

considered heavyweight because they require extensive planning and work best when 

developers know all requirements up-front (Kula et al., 2022). 

The worldwide popularity of agile software development methodologies has 

increased (Haines et al., 2017). The foundations of agility are that critical processes are 

iterative and bound by timed cycles that accommodate changing requirements (Boby et 

al., 2017). Over the past two decades, agile development methods have evolved. Some of 

the most popular include adaptive software development, scrum, crystal, and feature-

driven development (Kuutila et al., 2020). The agile approach to development provides 

solutions to issues associated with legacy methodologies that prohibit flexible iterations. 

The agile development methodology embraces software requirements that must 

be clarified or defined. The procedure also invites customers, known as stakeholders, to 

be part of the development process resulting in changes to software requirements and can 
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adversely affect the software product quality (Baruah, 2015). Reduced costs, project 

flexibility, and fast delivery are some reasons why organizations embrace the agile 

methodology. (Ebert & Paasivaara, 2017; Stoica et al., 2016). The agile approach to 

software development provides reduced time to market, a higher level of customer 

satisfaction, and an increased competitive margin (Mirzaei & Mabin, 2017). The agile 

methodology offers increased knowledge learning, employee satisfaction, and scalability 

(Haines et al., 2017). 

Theoretical Framework –Critical Success Factors 

Software is a critical component of all facets of the modern world; however, 

software development is imperfect. Rockart and Crescenzi (1984) developed an approach 

to identifying and measuring an organization’s performance based on critical success 

factors. The process was later refined and became a well-established method of 

performance benchmarking (Bullen & Rockart, 1981; Chow & Cao, 2008; Rockart & 

Crescenzi, 1984). Bullen and Rockart (1981) defined a critical success factor as a limited 

number of areas where satisfactory results ensure successful and competitive 

organizational performance. According to Chow and Cao (2008), critical success factors 

are critical areas where everything must go right for the business to flourish and attain 

goals. Reel (1999) stated that many influences, such as project management, affect 

project outcomes. In software development, critical success factors are often related to 

fundamental project management techniques or the combination of business strategy and 

software engineering (Chow & Cao, 2008; Reel, 1999). 
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Chow and Cao (2008) produced a list of 19 failure and 36 success factors from 

their literature review. Their findings are significant to this study in that there are more 

factors affecting project success than failure. Chow and Cao (2008) identified four 

dimensions in which project successes can be categorized: organizational, people, 

process, and technical. Each category contained three to four success factors aggregated 

from the 36 originally defined success factors resulting in the identification of 12 critical 

success factors that contributed to the success of agile software development projects. 

These factors are (a) management commitment, (b) organizational environment, (c) team 

environment, (d) team capability, (e) customer involvement, (f) project management 

process, (g) project definition process, (h) agile software engineering techniques, (i) 

delivery strategy, (j) project nature, (k) project type, and (l) project schedule. Alignment 

of these factors is necessary for successful agile software development; if the critical 

success factors are unaligned with project objectives, the potential for budgetary, 

schedule, and project overruns increase (Chiyangwa & Mnkandla, 2018; Chow & Cao, 

2008). 

Critical Success Factors in Software Development.  

Critical success factors in software development include several aspects, 

including the development life cycle, level of effort estimation, project management, and 

resource planning (Chow & Cao, 2008). Arcos-Medina and Mauricio (2020) asserted that 

critical factors are aspects that must be present for an agile project to be successful. In 

software projects, these factors can exist in several dimensions including organizational, 
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people, and technical that cover a wide range of factors regarding software development 

success factors (Arcos-Medina & Mauricio, 2020).  

The software development lifecycle, the executive management, strategic level 

planning, and resource and project management are all potential factors (Arcos-Medina & 

Mauricio, 2020). Reel (1999) suggested that regardless of the development methodology, 

implementation language, or application domain people are one of the prominent success 

factors. Planning a software project requires having the resources to get the job done, the 

right people with the appropriate skillset to accomplish the task. Naslund and Kale (2020) 

stated a software development project should comprise developers who have similar 

work habits and comparable personalities.  

Iqbal (2019) considered cost management a critical success factor of software 

development projects. A project manager is responsible for delivering the software within 

the scheduled time and cost scope while satisfying the stakeholder’s needs (Iqbal, 2019). 

Ciric-Lalic et al. (2022) suggested that an agile or hybrid management approach is more 

successful than a traditional one concerning impact on project success dimensions. The 

primary focus of software development project managers is team efficiency (Oztaysi et 

al., 2019). Efficiency affects a project's budgetary and timeline scope (Reel, 1999). 

Software development is multifaceted and complex (Ciric-Lalic et al., 2022). 

Determining what a successful project is and what factors make it successful is equally 

complex. The one common resource throughout every study in literature is people. 

Executive and project management, software developers, and stakeholders all affect 

software development project success. 
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Alignment with the Agile Manifesto  

The framework Chow and Cao (2008) developed aligns with the 12 principles of 

agile software development laid down in the Agile Manifesto (Martin, 2003). The 

framework’s top three critical success factors (delivery strategy, agile software 

engineering practices, and team capability) are consistent with many attributes in the 

Manifesto (Tam et al., 2020). Delivery strategy correlates to the first and third principles 

about continuously delivering quality working software in short periods. Agile software 

engineering practices, parallel with the ninth and 10th Manifesto attributes: continuous 

attention to technical excellence with an emphasis on simple design (Tsoy & Staples, 

2021). Lastly, team capability parallels the fifth practice: building projects around 

motivated individuals (Tam et al., 2020; Tsoy & Staples, 2021). The remaining nine 

critical success factors identified in the framework also correlate to several Manifesto 

practices. Project management success relates to the sixth and eighth practices of face-to-

face conversation with the team and maintaining a consistent cadence. Team environment 

correlates with the 11th practice: a self-organizing team. The first and fourth practices 

regarding customer satisfaction and stakeholders working closely with developers align 

with the customer involvement critical success factor (Chow and Cao, 2008). 

 The Agile Manifesto principles are the foundation of the agile software 

development methodology. The correlation between the critical success factors 

framework (Chow & Cao, 2008) and the Agile Manifesto is relevant to this study by 

providing the history of principles and attributes of agile software development. 

Relevance demonstrates alignment with core agile principles and definitions while 
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providing a baseline for comparison of the correlation between project success, 

development team size, team experience, and accuracy of effort estimation. 

Nonfactors  

While Chow and Cao (2008) defined 12 critical success factors for agile software 

development projects, they also defined factors that do not appear to affect outcomes. 

Contrary to historical belief, executive support and sponsorship commitment are critical 

elements to project success, but the framework does not support this theory (Chow & 

Cao, 2008). In addition, agile-style workplace accommodations, including paired 

programming stations and communal areas, highly recommended in agile literature, are 

unsupported (Chow & Cao, 2008). The results suggest that the project team may adapt 

the environment to best suit their needs without following the rigid guidelines promoted 

in agile literature. Another nonfactor Chow and Cao (2008) identified was the 

organizational environment’s role in agile software development. The framework defined 

that agile projects can be completed on time and within cost, regardless of the acceptance 

(or lack thereof) of agile-friendly factors, including collaborative culture, oral culture, 

and appropriate rewarding systems (Chow & Cao, 2008). 

Use in Studies  

Stankovic et al. (2013) used the 12 critical success factors Chow and Cao (2008) 

defined to study agile software. Stankovic et al. set out to replicate the research, except 

their population and response rates were vastly different from those of Chow and Cao 

(2008) though they did use the same instrumentation and data analysis techniques. Their 

population included developers and technical managers from software development 
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companies in the former Yugoslavia. They received only 23 responses to their inquiry. 

The study produced three potential additions to the list of critical success factors relating 

to timeliness and cost (Stankovic et al., 2013). Additionally, the study results could not 

confirm that the 12 critical success factors Chow and Cao (2008) defined affected 

software development project success rates. Although Stankovic et al. (2013) were 

unable to confirm the 12 critical success factors outlined in the Chow and Cao 

framework, other studies including Dikert et al. (2016), Tsoy and Staples (2021), and 

Chiyangwa and Mnkandla (2018) were able to confirm and validate them. 

Dikert et al. (2016) conducted a systematic literature review regarding scaled 

agile transformations. They started with an initial population of over 2,000 papers and 

filtered them down to 52. Ninety percent of the 52 were experience reports, and six were 

empirical research. Through the process of analyzing, theming, and coding, Dikert et al. 

(2016) were able to identify 29 critical success factors relating to scaling agile. The 29 

critical success factors were then grouped into 11 categories, and Dikert et  al. (2016) also 

identified 35 challenges into nine categories. Many of the critical success factors 

identified by Chow and Cao (2008) were present in the study results. The most notable 

differences were requirements engineering, communications/coordination, and quality 

control. Dikert et al. (2016) focused on large-scale software development organizations 

comprised of a minimum of 50 people or at least six development teams. The study 

relates to this study in scope to the problem statement by understanding the correlation 

between development team size and agile software development project success. This 

study is limited to agile software development projects comprised of a minimum of three 
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members with no defined upper bound. The findings of the study conducted by Dikert et 

al. (2016) give credence to the critical success factors of agile software development 

projects identified by Chow and Cao. 

Tsoy and Staples (2021) used the framework Chow and Cao (2008) developed to 

study critical success factors for agile analysis projects. They performed four case 

studies, identifying potentially 43 new attributes that affect the existing list of 12 critical 

success factors. In addition, Tsoy and Staples conducted interviews with key project 

stakeholders, team members, and clients. They measured success through the business 

implementation/deployment as the primary indicator. Tsoy and Staples focused on data 

analysis, big data, and business intelligence. They found that substantial customer 

involvement and a systematic project definition process are critical success factors for 

successful agile analysis projects. 

The study conducted by Tsoy and Staples (2021) complements Chow and Cao 

(2008) in two ways: (a) they performed an objective assessment of project performance, 

and (b) they studied a smaller number of studies, albeit in much more depth. Their 

findings are consistent with Chow and Cao (2008) regarding agile software development 

projects, adding to the framework's validity. The variance between results is evident in 

the team capability factor due to the high capability of the development teams studied 

(Tsoy & Staples, 2021). This study relates to the problem statement through the 

correlation between project success and team experience attributes of agile software 

development projects. 
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Chiyangwa and Mnkandla (2018) performed a similar study to Stankovic et al. 

(2013), studying critical success factors in agile software development projects in South 

Africa. They used the framework of critical success factors Chow and Cao (2008) 

developed to compare with their study results. Specifically, they focused on the impact of 

organizational factors on the success rate of agile software development projects. This 

study aims to understand the correlation between agile software development team 

factors including experience, size, and accuracy of level of effort estimation. 

Organizational factors, including staff availability and experience levels, are indirectly 

related to development team size and team experience attributes. Therefore, the 

Chiyangwa and Mnkandla (2018) study validates the organizational dimension factors 

identified in the Chow and Cao (2008) framework. 

 Misra et al. (2009) conducted a large-scale empirical study to identify agile 

success factors for organizations of significant size. Nine statistically significant factors 

were identified: (a) customer satisfaction, (b) customer collaboration, (c) customer 

commitment, (d) decision time, (e) corporate culture, (f) control, (g) personal 

characteristics, (h) societal culture, and (i) training and learning (Henriksen & Pedersen, 

2017). The studies reviewed by Misra et al. (2009) indicate many success factors; 

however, there is significant overlap between them. The critical success factors can be 

narrowed to those likely to affect an agile software development project. The critical 

success factors identified can be aligned with those of the critical success factors of the 

agile software development framework identified in the Chow and Cao (2008) study. The 

evident alignment of elements adds validity to the framework. Additionally, it relates to 
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the problem statement of understanding the correlation between agile software 

development team size, experience, level of effort estimation accuracy, and project 

success rates. 

Contrasting Theories. Khan et al. (2021) developed a framework similar to 

Chow and Cao (2008) that focused primarily on critical success factors for Global 

Software Development (GSD) companies based in China. Their literature review 

produced 23 success factors deduced into four categories organization, team, technical, 

and process. Similar to Chow and Cao (2008), that used organization, people, technical, 

and processes. Khan et al. (2021) theorize that communication and control are the 

highest-rated critical success factors for GSD companies. Chow and Cao (2008) suggest 

that agile software engineering techniques’ delivery strategy and proper practice 

significantly contribute to software development project success. Khan et al. used a 

Fuzzy AHP approach with pairwise comparisons to reveal the most prioritized category 

of critical success factors for GSD projects. 

In contrast, Chow and Cao (2008) used multiple regression to determine the most 

prioritized category of critical success factors. Khan et al. (2021) suggest that agile 

software development projects will be successful if the team is considered high-caliber 

and practices rigorous agile software practices. In contrast, Chow and Cao (2008) 

identified delivery strategy as the most critical success factor for successful agile 

software development projects. 

 Arcos-Medina and Mauricio (2020) conducted research to identify relationships 

between agile practices and critical success factors. Arcos-Medina and Mauricio (2020) 
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recognized that many previous studies had analyzed associations between the influence 

of agile practices on quality and the impact of critical success factors on quality. 

Additionally, Arcos-Medina and Mauricio (2020) recognized that many studies have 

helped identify factors and patterns that influence agile development. Arcos-Medina and 

Mauricio (2020) theorized that restrictions placed on agile practices by organizational 

structure directly affect the success of software development projects. Software quality 

can be improved through critical success factors identified in using agile techniques. 

Arcos-Medina and Mauricio (2020) chose six critical success factors from human and 

organizational behavior theories and categorized them into two dimensions: the personnel 

dimension and the organization dimension. They found that 10 of their 13 proposed 

hypotheses significantly influence agile practices. The primary factors are confidence, 

perceived self-efficacy, and the integrity of the information, and experiences learned 

positively impact agile practices. The results of the Arcos-Medina and Mauricio (2020) 

study contrast with Chow and Cao’s (2008) study, where agile practices were studied 

versus agile development. 

Measurement 

Rockart and Crescenzi (1984) presented a three-phase process that successfully 

engages top management in information technology. The first phase involved an 

introductory workshop where five management team members identified the company’s 

information needs. Three benefits emerged from the workshop: a managerial perspective 

for systems development, establishing business priorities, and active involvement 

(Rockart & Crescenzi, 1984). The second phase involved conducting interviews to 
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identify critical success factors. Rockart and Crescenzi (1984) found that critical success 

factors are key areas in which successful performance contributes to the individual 

manager’s objectives. A corporation views critical success factors as key areas to focus 

on to achieve its objectives (Rockart & Crescenzi, 1984). The third and final phase is a 

focused workshop. During the workshop, Rockart and Crescenzi solidified critical 

success factors identified in the initial workshop and interviews. Although the study 

refers to critical success factors relating to IT management and business, Rockart and 

Crescenzi developed the concept of identifying factors crucial for success. 

Chow and Cao (2008) utilized the critical success factor approach developed by 

Rockart and Crescenzi in 1984. The approach they used was to identify any attributes that 

affect agile software development project outcomes and categorize them. Rockart and 

Crescenzi (1984) defined this approach during their study of how engagement of top 

management affects project outcomes. Chow and Cao employed a web survey to gather 

data. The web survey included Likert scale questions and demographic information 

broken into four sections. The first section is related to demographic information and 

agile project information. The second section comprises questions that measure the 

importance of success factors. A 7-point Likert scale was used to reflect the respondent’s 

perception of the question. The third section related to the perception of software 

development project success and used a 7-point Likert scale to reflect the respondent’s 

perception level. The last section of the web survey provided the respondent with a free-

form text area, which could be used for additional comments or clarification. In order to 

prevent ambiguity in the perception of success on the part of the respondent, the 
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questions focused on a single project of the respondent’s choice. In addition, Chow and 

Cao (2008) tested the web survey content validity by executing a pilot process. They sent 

the web survey to five members of the Agile Alliance and requested feedback for 

improving the survey. After a six-week survey period, 408 people responded, and 109 

distinct projects were submitted. Multiple studies have used Chow and Cao’s (2008) 

study to identify critical success factors relating to software development, thus enhancing 

its validity and reliability. 

 Misra et al. (2009) administered a web-based questionnaire to many agile 

software development practices. The questionnaire was developed from combined 

elements of the hypothetical framework constructed and hypotheses. Respondents were 

asked to fill out a structured questionnaire comprised of close-ended, multiple-choice, 

and open-ended questions. The open-ended questions were not used in the statistical 

analysis but were a means for the respondent to provide additional information. The 

multiple-choice questions used a 5-point Likert scale. Misra et al. (2009) set an initial 

target sample size of 150 respondents that practiced at least six of the twelve agile 

software development principles and had been a part of a team that used to practice 

traditional development practices. A total of 241 responses were received, of which 174 

were eligible based on the above criteria. Misra et al. (2009) deemed it necessary to pre-

test the questionnaire before submitting it publicly. They submitted the survey to 10 

qualified software development professionals, of which only five responded. The five 

respondents worked in private and public sectors with varying experience levels and 
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work functions. The pre-test helped clarify any ambiguities, the ordering of questions, 

and its readability. 

 Tam et al. (2020) used an online survey to collect data to determine how people 

factors identified by Chow and Cao (2008) and Misra et al. (2009) explain the success of 

agile software development projects. The target population was individuals involved in at 

least one agile software development project as team members or stakeholders. Tam et al. 

limited the survey to Portugal; however, the industry was not restricted. The survey 

comprised multiple-choice questions and used a 7-point Likert scale to understand the 

respondents’ agreement level toward each item except the perceived level of success 

questions. Similar to Chow and Cao (2008) and Misra et al. (2009), Tam et al. (2020) 

conducted a pre-test of their survey by asking five agile-knowledgeable professionals to 

provide feedback. The survey was modified to account for the feedback and re-released 

to an additional validity pre-test group of 30 agile professionals. A total of 600 invitations 

were sent, resulting in 242 respondents. In addition, Tam et al. (2020) used a standard 

method bias test using the variable marker technique (Lindell & Whitney, 2001; Malhotra 

et al., 2006) to ensure no systematic bias was influencing the data. 

Development Team Experience 

Many social and technical factors contribute to software development team 

inefficiency and ineffectiveness (Stankovic et al., 2013). According to Misra et al. 

(2009), competent teams deliver quality software fast that meets or exceeds stakeholder 

requirements. The capabilities of team members are influenced by understanding and 

knowledge of agile development techniques and other factors (Tam et al., 2020). The 
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composition of a software development team plays a significant role in the outcome of a 

software development project (Kasauli et al., 2021). One must analyze several attributes 

of a team member when assembling a software development team. Characteristics, 

including but not limited to the level of development experience and familiarity with the 

methodology, affect the contribution of a given member (Bogopa & Marnewick, 2022). 

A project development team may include but is not limited to project managers, business 

analysts, scrum masters, and software developers (Almadhoun & Hamdan, 2018). The 

expertise needed in a development team includes technical skills (programming 

languages and methodologies) and teamwork, process, product, and domain knowledge 

(Šmite et al., 2017). In addition, the team must be familiar with the architecture, source 

code structure, and allocation of concepts contained therein. 

Studies with varying methodologies have shown that the length of experience 

directly correlates to project outcomes. Bogopa and Marnewick (2022) conducted a study 

in South Africa to identify critical success factors in software development projects. 

Their study asked respondents to provide the number of years of experience they have 

involved in software development. Of 212 study participants, 78 (36%)  had more than 

ten years of experience (Bogopa & Marnewick, 2022). The largest category of 

respondents fell into the 1-5 year experience range at 29.7% (Bogopa & Marnewick, 

2022). Bogopa and Marnewick (2022) found that 7% of respondents strongly disagreed 

that team experience affected project outcomes, whereas 48% strongly agreed that team 

experience affected project outcomes. Butler et al. (2020) conducted an international 

study that asked respondents to identify their experience level. Of 121 respondents, 76 
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(62%) reported more than ten years of development experience. Like Bogopa and 

Marnewick, Butler et al. (2020) found that the level of developer experience directly 

affects project outcomes. 

 Garousi et al. (2019) found similar results, with 54% of respondents identifying 

developer experience with the task and domain affecting project outcomes. In addition, 

they found that the team’s experience level with the development methodology also 

contributes to project outcomes. The experience level of the respondents leaned more 

toward a less experienced pool, with only 30% having more than ten years of experience. 

Compared to previous studies, Garousi et al. (2019) identified the project team’s 

experience with the software development methodology as the third highest critical 

success factor that affects project outcomes. Misra et al. (2009) found that technical 

competency and experience level have no statistically significant correlation with project 

outcomes. However, they determined their results counterintuitive because inexperienced 

team members should impact project outcomes. In addition, the results contradict 

Boehm’s principle of using fewer and better people (Boehm, 1981; Misra et al., 2009). 

Development Team Size 

 Team size relates to the number of members or teams that may be co-located with 

a shared understanding regarding the project (Butt et al., 2022). The team size may 

fluctuate in the agile scrum methodology based on the requirements and the sprint’s 

deadline. Research has shown that team size correlates to project outcomes. Butt et al. 

(2022) found that some developers perform better with larger teams than smaller ones. In 

addition, the range of experience and skill levels can affect the team size requirements. A 
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combination of highly and less experienced developers in every project promotes a 

positive project outcome (Gren et al., 2017). 

Tsoy and Staples (2021) found an adequate small-scale agile software 

development team size of ten or fewer members. Other studies have measured team size 

by the number of collaborating and coordinating teams. Examples of large-scale sizes 

include 40 people and seven teams, a project cost of over 10 million, and a group of 

around 50 people (Berger & Beynon-Davies, 2009; Dikert et al., 2016; Paasivaara et al., 

2008). It is noteworthy that early agile studies identified size to be variant depending on 

the methodology. According to Fowler, the Crystal methodology suits up to 50 people 

and is considered small-scale (Dikert et al., 2016; Fowler, 2000). Studies are ongoing 

regarding the definition of small and large-scale development team sizes. Bermejo et al. 

(2014) suggest that the perfect team size is subjective to the requirements defined in the 

early stages of product development. 

 Research has shown that development team size significantly impacts software 

projects’ schedules and budgetary deviations. Kula et al. (2022) found that team size 

significantly affects schedule deviations in epics, thus affecting project outcomes. 

Almadhoun and Hamdan (2018) used a genetic algorithm to determine the optimal 

development team size. They found that self-organizing teams of sizes ranging from five 

to nine members undercut timeline and budgetary constraints compared to larger-sized 

teams by 40%. The size of the development team correlates with several factors of a 

development project. Chow and Cao (2008) found that the size of the development team 

affects the overall cost, timeline, and quality of work in a software project. 
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Level Of Effort Estimation Accuracy 

 The level of effort and cost estimation is an essential process during agile 

software development. Multiple studies have researched factors that need consideration 

for practical estimation. The process of estimating, under the agile framework, is the 

practice of estimating development cost and effort required to complete a task (Govil & 

Sharma, 2022). Development cost is monetary, while effort is measured regarding the 

time required to complete the task (Freire et al., 2018). An estimate can be interpreted 

from the requirement of resources, such as tools and people (Bourque & Fairley, 2014; 

Sudarmaningtyas & Mohamed, 2021). In software development, effort estimation is 

significant in establishing delivery schedules and cost assessments (Bilgaiyan et al., 

2017). According to Bilgaiyan et al. (2016), a software project’s success relies on 

estimations that accurately predict effort. Software development projects within budget, 

on time, and delivering expected results are the exception, not the rule (Rahikkala et al., 

2015). Project scheduling, budgeting, and planning are all affected by the accuracy of 

effort estimations. Effort estimations can provide forecasting data to aid in assigning 

resources and planning. 

 Multiple factors contribute to inaccurate effort estimations. Uncertainty about the 

effort required to complete a task, inconsistent and incomplete data, environmental 

dependency, software complexity, estimation experience, and frequent changes to 

requirements are all factors that harm software development level of effort estimation 

accuracy (Sehra et al., 2016). According to Tanveer (2017), the accuracy of effort 

estimation depends on the developer’s experience, complexity, and the impact of changes 
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requested to the system. In addition, several estimation models are available, and each 

performs differently depending on the environment and project type (Sehra et al., 2017). 

Effort estimation in software development can be difficult considering multiple factors, 

and underestimation is commonplace in software development projects. 

Several factors are influential during the process of software development 

estimation. The complexity level of the tasks, the team’s overall experience, the skill of 

the team as a whole, the number of nonfunctional requirements, the level of involvement 

from the stakeholder or product owner, and the geographic distribution of the team 

(Usman et al., 2017). Software development level of effort estimation accuracy can also 

be affected by changes in requirements, data completion, uncertainty and clarity of 

requirements, and estimator experience (Sehra et al., 2016). According to Jørgensen et 

al. (2021), using local context, historical estimation error intervals, 

a checklist, and avoidance of estimating effort based on incomplete 

information are all methods of improving estimation accuracy. Effort 

estimation is adversely affected by multiple factors, including 

individual and collective. 

 Providing accurate effort estimates in software development is 

problematic. According to Sehra et al. (2016), the cone of uncertainty 

makes estimating effort at the beginning of the development lifecycle 

challenging. During the initial feasibility stage, actual cost and 

effort can exceed more than the initial estimate by over 250% 
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(Dragicevic et al., 2017). Accuracy can improve if estimation is delayed 

until the requirement specification phase (Sehra et al., 2016). 

Estimations are often requested before the requirements are elaborated 

upon. Uncertainty decreases as knowledge increases as the project 

progresses (Arifin et al., 2017). Each project is unique, and no two 

projects have the exact requirements, so estimates are predictions with 

some uncertainty. 

 Agile software development projects pose more of a challenge in 

estimating effort due to the changing requirements and the uncertainty 

that may be experienced in the development process. According to 

Rahikkala et al. (2015), two factors contributed to project success 

regarding estimates identified by senior management. The first factor 

was that estimates are critical to organizational success (Rahikkala et 

al., 2015). The second factor was that software estimations rely on 

facts rather than opinions or guessing. (Rahikkala et al., 2015). 

Estimation accuracy increases the probability of project success; 

however, the most effective method still needs to be discovered.  

Agile Estimation Methods 

Algorithmic and non-algorithmic are the two primary categories of software 

estimation methodologies. All estimation methods are either parametric, nonparametric 



31 

 

or a combination of the two (Idri et al., 2015; Osmanbegović et al., 2017; Soni & Kohli, 

2017). Parametric or algorithmic approaches use mathematical equations or models, 

whereas nonparametric do not (Khuat & Le, 2016).  

Development teams use multiple strategies to provide estimates of effort. Shekhar 

and Kumar (2016) suggested that combining estimation techniques is considerably better 

than using one method. Projects with extensive known requirements benefit from non-

algorithmic approaches using expert judgment (Shekhar & Kumar, 2016). The 

algorithmic approach suits projects where there are many unknown requirements. 

However, a mix-method or combination approach produces more accurate estimates 

(Shekhar & Kumar, 2016). 

The agile effort estimation philosophy is that the team doing the work also 

performs the estimation to obtain a realistic assessment (Taylor, 2016). Some estimation 

models are better suited for different development models (Prakash & Viswanathan, 

2017). Successful estimation models have distinct characteristics, including estimations 

created by team members, collaboration with product owners, and usage of story points 

for relative measurement (Prakash & Viswanathan, 2017). The early stages of agile 

software development projects often need more refined requirements or details. 

Therefore, obtaining accurate effort estimations early in software development becomes 

problematic. 

Story Points 

A story point relatively represents a user story or development effort’s overall 

size. The most popular estimation method is to use story points to estimate the effort 
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needed to implement a user story (Choetkiertikul et al., 2018; Dragicevic et al., 2017). In 

estimation, the complexity of the work is calculated from the bottom up (Jadhav et al., 

2017). Many standard formulas define the size or effort in story point utilization (Osman 

& Musa, 2016). One standard method uses the Fibonacci sequence to express relative 

size (Alostad et al., 2017; Jadhav et al., 2017; Raslan et al., 2015). The gaps between the 

sequences represent a higher level of uncertainty in the level of effort. The larger the 

action, or the more significant the size, the estimation error is more likely (Raslan et al., 

2015). When the Fibonacci sequence is used as an estimation metric, it is considered 

relatively unbiased (Fox, 2016). Another comprehensive approach, as suggested by 

Usman et al. (2017), is to provide estimates by averaging the fastest, the maximum, and 

most practical values to generate a final assessment. 

Story points are relative values and numerical representations of complexity (and 

size), and they can differ from development team to development team. Each time, it uses 

a specific estimating approach based on the cumulative knowledge of its members 

(Choetkiertikul et al., 2018). In addition, the value assigned to a story point can change 

from team to team depending on the relative baseline story (Choetkiertikul et al., 2018; 

Soni & Kohli, 2017). Story points are used in varying scales to determine velocity over 

time (Ahmed et al., 2017). Story points provide relative measurements rather than 

quantitative ones (Soni & Kohli, 2017). The estimation accuracy of story points is 

subjective to the person or team conducting the estimation; it is often derived from 

experience (Arifin et al., 2017). 
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One of the critical success factors of story point estimation is that the 

development team estimates user stories using the same scale. The story point estimates 

are translated into the team’s velocity to forecast future iterations, efforts, and sprints 

(Brad et al., 2016). The team’s velocity represents the total story points the development 

team can deliver in a given iteration (Soni & Kohli, 2017). The velocity is also a valuable 

predictor of the team’s development capabilities (Ahmed et al., 2017). Independent of 

time units, story points are a common and successful approach in software development 

effort estimation (Zahraoui & Idrissi, 2015). Harzl (2017) suggested that using a team’s 

shared experience as a critical success factor can be disadvantageous. In the initial stage 

of a software development project, it is challenging to establish velocity because team 

members are inexperienced in estimating and providing accurate estimates 

collaboratively (Harzl, 2017). Although the story point approach is commonly used, it is 

subject to error. 

T-Shirt Sizing 

T-shirt sizing is an alternative estimation approach using relative valuations. The 

naming of the approach lends to its use of t-shirt sizes ranging from extra-small, small, 

medium, large, and extra-large (Alostad et al., 2017; Raslan et al., 2015). 

The approach requires a common understanding of the estimated value, and, similar to 

story points, it can vary from team to team (Alostad et al., 2017). According to Alostad et 

al. (2017), t-shirt sizing works best when the development team has prior experience 

estimating tasks and when a significant task needs estimation. The t-shirt sizing approach 

aids early assessments that give organizations a complexity metric to determine the level 
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of effort (Harzl, 2017). Stakeholders often use early estimates to determine if the level of 

effort is worth the value generated from the action (Conoscenti et al., 2019). The effort 

estimation process can be complex, and t-shirt sizing is a simple and efficient alternative. 

One advantage of t-shirt sizing is fewer relative size values, resulting in an 

expeditious voting process. The t-shirt sizing approach does not suggest precision due to 

its abstract nature (Harzl, 2017). T-shirt sizing is non-numerical, making the method 

simple and easy to understand (Harzl, 2017). Another advantage of t-shirt sizing is that it 

provides an initial non-technical estimation that can be used to support effective project 

control (Conoscenti et al., 2019). Some disadvantages of the t-shirt sizing approach are 

that the scale needs more detail, mathematical size correlation, and difficulty measuring 

velocity (Harzl, 2017). Conoscenti et al. (2019) assert that establishing velocity or team 

performance over time is problematic due to the need for numerical values. 

Expert Judgment 

Expert judgment uses an expert who understands the task and has prior experience 

estimating effort. According to Shekhar and Kumar (2016), expert judgment utilizes an 

expert’s knowledge and is a commonplace strategy for estimating effort. Expert judgment 

relies on the estimator and their previous experiences with similar projects; however, the 

estimator can exhibit bias (Khuat & Le, 2016). Arifin et al. (2017) assert that expert 

judgment comprises two approaches: effort size and effort time. Effort size is a relative 

effort measurement, such as t-shirt sizing or story points, whereas effort time is an 

absolute value, such as person-hours or person-days (Arifin et al., 2017). Decomposing 
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tasks, through a top-down approach, into an effort time of less than two days enhances 

the accuracy and effectiveness of expert judgment (McConnell, 2006). 

Expert judgment is a common technique used in software development effort 

estimation. Commercial estimation tools are highly-available; however, expert estimation 

remains the most widely accepted estimation methodology (Ivan & Despa, 2016; 

Shekhar & Kumar, 2016; Usman et al., 2017). Expert-based techniques are 

beneficial when restrictions exist for retrieving quantified empirical 

data (Conoscenti et al., 2019). Expert judgment is sometimes 

inconsistent, overly dependent on human memory, and lacks repeatability 

due to its non-algorithmic nature (Sehra et al., 2017). Experts may be 

over-optimistic and over-confident leading to estimation inaccuracies. 

Delphi 

 The Delphi technique combines the experiences of several experts to come to a 

consensus-based estimation approach. The Delphi approach requires the experts to have 

specific application knowledge and domain experience (Adnan & Afzal, 2017; Strasser, 

2017). Structured group discussions are conducted to produce a consensus (Osman & 

Musa, 2016; Perkusich et al., 2017). According to Rai et al. (2017), the Delphi estimation 

process begins with a group of experts identifying a task to estimate, then providing and  

discussing the application of the estimation method, and arriving at a consensus regarding 

the level of effort. The experts employ a method that utilizes multiple rounds of voting to 

yield results that can be assessed and summarized (Lima et al., 2016). There are 
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variations of the Delphi process where the experts may repeat the voting process until 

they reach a consensus or until the answer is satisfactory (Nguyen & Nguyen, 2018). The 

Delphi estimation technique provides an estimate based on the consensus of experts. 

 The Delphi method uses expert opinions, calls for team cooperation, and specifies 

the conditions under which team members must confidently do their estimations. Prakash 

and Viswanathan (2017) state that varying estimations require further discussions and re-

evaluations. After each round, the results are shared with the group for further discussion 

to reach a consensus and assess the consensus for appropriateness (Bilgaiyan et al., 

2016). The Delphi technique provides a defined practice for assessing effort estimation 

by capturing factors from multiple experts (Rai et al., 2017). The Delphi method utilizes 

the collective assessments of experts to determine an agreed-upon estimation. 

COCOMO II 

Software effort estimation can be achieved through an algorithmic approach, such 

as the COCOMO (Constructive Cost Model) II model. COCOMO II uses size and 

numerical input measures regarding application points multiplied by empirically 

determined constants to provide estimations (Pereira dos Santos et al., 2019). 

Organization-specific calibration of the constants through historical data increases 

accuracy (Moharreri et al., 2016). One advantage of the COCOMO II model is the 

calibration of the model with previous projects and experiences, and development factors 

(Osmanbegović et al., 2017). Model calibration to previous experience and development 

factors is imperative in keeping the model efficient. 
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The algorithmic nature of the COCOMO II model relies heavily on historical data 

and other developmental factors to remain efficient. Developmental factors include risk, 

platform experience, the volatility of the platform, team cohesion, development team 

flexibility, architecture, reuse, continuity of personnel, complexity, team capability, and 

complexity (Boehm et al., 2000). According to Prakash and Viswanathan (2017), another 

advantage of COCOMO II is that the customization and modification capabilities of the 

model are straightforward. The method becomes less effective if the historical is 

unavailable (Prakash & Viswanathan, 2017). In addition, the COCOMO II model aligns 

better with a procedural development model than the agile development model (Kukreja 

& Garg, 2017; Rath et al., 2016). 

Bayesian Network 

As part of the probabilistic graph model category, Bayesian networks represent 

knowledge about uncertain domains (Perkusich et al., 2017). Bayesian networks 

represent a joint probability distribution over variables (Freire et al., 2018). The Bayesian 

network model is suitable for effort estimation in the agile software development 

methodology because it is applicable in early planning phases and does not directly 

impact agility (Dragicevic et al., 2017). The model generates diagnostics, predictions, and 

probabilities with ambiguous data (Dragicevic et al., 2017). Effort estimations use 

Bayesian networks to incorporate various factors to calculate conditional probability in 

estimations. 

The Bayesian network model calculates relationships between casually related 

variables that have the potential to be probabilistic. The model has advantages for small 
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projects and projects where incomplete data sets are provided (Zare et al., 2016). 

Perkusich et al. (2017) assert that the model adds an advantage through the support of 

decision analysis and the explicit treatment of uncertainty. Bayesian networks are helpful 

in effort estimation because probability distributions can be updated as new information 

and causal influences become available (Perkusich et al., 2017). Bayesian networks 

account for the combination of expert judgment and historical data.  

Planning Poker 

Planning poker is used widely in agile software development teams to estimate 

effort (Prakash & Viswanathan, 2017; Soni & Kohli, 2017; Usman et al., 2017). The 

estimation method minimizes peer pressure using a consensus approach (Taylor, 2016) 

and can be used if historical data is unavailable (Anooja & Rajawat, 2017). Planning 

poker begins with a domain expert explaining the user story and providing any requested 

information or clarification (Lopez-Martinez et al., 2017; Torrecilla-Salinas et al., 2015). 

Next, the team members create a private preliminary estimate using cards representing a 

value, followed by disclosure to the entire team (Torrecilla-Salinas et al., 2015). The 

team members must explain their reasoning behind the estimation value while all team 

members reflect on said explanations (Miranda, 2017). If estimations differ significantly, 

additional estimation rounds may be required (Miranda, 2017; Torrecilla-Salinas et al., 

2015). Each estimation round consists of estimators with the lowest and highest values 

providing reasoning. Subsequently, rounds are conducted as a team until a consensus on 

the estimation value is made (Torrecilla-Salinas et al., 2015; Vyas et al., 2018). 
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Developers use a collective forum with open discussions, similar to the Delphi method, to 

reach a group-based estimation agreement. 

Planning poker is a team-based estimation methodology that assigns relative 

estimate values to software development requirements to produce a specific feature. The 

method uses a numerical sequence such as Fibonacci (Ramirez-Noriega et al., 2016). 

Additionally, planning poker combines the requirement of expert judgment and relative 

numerical sequences to provide accurate effort estimates (Osman & Musa, 2016; Usman 

et al., 2017). Estimations created using the planning poker technique result in a value 

estimation of effort and are based on the consensus of the development team. 

Dönmez and Grote (2018) state that planning poker is a team-based method that is 

incremental and collectively analyzes requirements resulting in an estimation. The 

method aims to derive an estimation that will persevere future scrutinization (Osman & 

Musa, 2016). Introduced in 2002 by Grenning, planning poker combines expert opinion, 

disaggregation, and analogy into a reliable and efficient estimation method (Rai et al., 

2017). The most effective use of planning poker is when an expert is engaged with team 

members with previous experience with similar tasks. 

Artificial Neural Networks 

Artificial neural networks (ANN) are known for their generalization and learning 

abilities and are used as data analysis tools (Rashid et al., 2023). Inspired by biological 

neural networks, ANN is an algorithmic model where each connection between neurons 

is associated with a weighted value (Prakash & Viswanathan, 2017). The associated 

weights have attributes regarding the input signals and are multiplied by corresponding 
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inputs to solve a specific problem (Rankovic et al., 2021). Neural networks use historical 

data to adjust algorithmic parameters to reduce estimate prediction errors automatically 

(Rashid et al., 2023). Common types of neural networks used are polynomial, 

probabilistic neural networks, and general regression networks (Prakash & Viswanathan, 

2017). According to Ali et al. (2023), ANN models applied in effort estimation are the 

function link artificial neural network (FLANN) and the radial basis function network 

(RBFN). Rankovic et al. (2021) state that the RBFN model has a strong tolerance for 

noise, significant learning ability, and offers a straightforward design. The FLANN 

method is preferred when using nonlinear data (Ali et al., 2023). An ANN is a framework 

of learning algorithms and is not an algorithm itself, even though it is considered an 

algorithmic process. 

The design of ANNs is inspired by the biological nervous system, which 

processes information using nodes to operate through weighted inputs to provide accurate 

effort estimates (Bilgaiyan et al., 2017; Mittas et al., 2015). Kaur (2017) states that ANNs 

utilize pattern matching through machine learning to discover relationships between 

dependent and independent variables. ANNs have increased in popularity as an effort 

estimation prediction technique due to the ability to capture complex data and filter out 

noise (Pospieszny et al., 2018). ANN uses historical data to infer outputs through learned 

data (Ali et al., 2023). In addition, the ANN is most effective when the amount of 

historical data is considerable, thus providing a more accurate estimation (Naik & Nayak, 

2017). 
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Function Points 

The function point method calculates using inputs, outputs, files, and inquiries to 

estimate effort. Introduced in 1979 by Albrecht (Hans & Gahlot, 2016), the method aims 

to form an end user’s perspective and measure the size of data processing systems to 

determine an effort estimation (Abualkishik et al., 2017). This method allows estimators 

to calculate effort for a specific use case or when system analysis is unavailable (Dewi & 

Subriadi, 2017a). Function points are calculated by summating external interface files, 

inquiries, external outputs, and internal logical files (Hans & Gahlot, 2016; Yoshigami et 

al., 2017). Function points are numerical that determine the size of the software from a 

data processing viewpoint rather than from developmental complexity. 

The function point method is best suited to estimate size and cost rather than 

estimate effort (Prakash & Viswanathan, 2017). Abualkishik et al. (2017) state that 

function points represent functionality available to the end user through data transaction 

analysis and determining operations that involve application interaction. One advantage 

of the function points method is that estimations of size of the software can be projected 

early in the project life cycle (Qi et al., 2017). Another advantage is that the method is 

development technology agnostic and can be applied to any software development 

project using any methodology (Hans & Gahlot, 2016; Yoshigami et al., 2017). 

COSMIC 

Seasoned software measurement experts created the Common Software 

Measurement International Consortium (COSMIC) to overcome issues experienced with 

function point measurements. The consortium defined standards, rules, and principles for 
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measuring the functional size of software (Almakadmeh et al., 2018). The COSMIC 

approach focuses on data storage, input, and output characterized by software 

development projects which is the opposite of the traditional function point method 

(Prakash & Viswanathan, 2017). 

COSMIC is a second-generation method of assigning function points to address 

the areas where the function method fell short. Input and output movements, including 

the reading and writing of data to storage, are used in COSMIC calculations and 

classified into entry and exit points (Almakadmeh et al., 2018). Each entry and exit point 

represents one COSMIC function point size that is summed to represent the total size of 

the functional processes (Abualkishik & Lavazza, 2018). The COSMIC method 

calculates the size of the software application through the related number of movements; 

therefore, the more movements, the more significant size of the software. 

Use Case Points 

Use case points (UCP) utilizes the unified modeling language to diagram use 

cases to estimate the size of the software. Inspired by the function point method, the UCP 

method, developed by Karner in 1993, is suited for use in the early stages of software 

development (Effendi et al., 2019). Karner developed the technique for object-oriented 

software development to coincide with effort estimation (Nhung et al., 2022). According 

to Mehta and Kumari (2016), UCP estimation applies better to object-oriented 

development compared to COCOMO and function points. The UCP method calculates 

complexity from use case definitions while function points count data movements, and 

COCOMO uses historical data (Effendi et al., 2019). 
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When using the UCP method, the first step is to calculate the complexity of the 

interaction and the unadjusted actor’s weight (Mahmood et al., 2020). The next step is 

categorizing the transactions as simple, average, or complex (Mahmood et al., 2020). The 

response between an actor and the system is represented as transactions. The final step is 

to adjust the complexity values based on an environmental adjustment factor and the 

technical complexity of the transaction (Nhung et al., 2022). 

The UCP technique has been utilized broadly for quite some time (Azzeh et al., 

2021). In addition, studies have shown that the method is reliable (Dewi & Subriadi, 

2017b). One disadvantage of the UCP method is that the assigned values are arbitrary; 

therefore, providing time-based estimates is challenging (Mahmood et al., 2020). 

According to Dewi and Subriadi (2017b), size is not directly proportional to time-based 

effort. 

Software Development Project Success 

 Software development project success can be defined in multiple ways. The 

definition can vary depending on the connotation. A project manager’s definition of 

success may be based on if the project meets budget, timeline, and quality constraints 

(Bogopa & Marnewick, 2022). The stakeholder may define project success if the 

completed project benefits the organization through maintaining a competitive advantage, 

increasing sales and profits, or enhancing a brand image (Bogopa & Marnewick, 2022). 

According to Burke (2011), there are three traditional constraints of software success, 

cost, time, and quality. Other authors identify additional conditions like risks. Gandomani 

et al. (2013) assert that regardless of the approach to the project, projects require 
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planning, budgeting, and scheduling to be successful. Butler et al. (2020) defined project 

success as the extent a project achieves project goals within the allotted schedule, budget, 

productivity, and quality. The methods used to measure project success have evolved. 

First, the iron triangle for project assessment and critical success factors was developed, 

leading to today’s success frameworks (Tam et al., 2020). 

Success Frameworks 

Morris and Hough’s (1987) pioneer framework defined project success elements 

by analyzing the functionality, management, contractor performance, and termination. 

Functionality refers to the financial and technical requirements, while management 

assesses whether the project meets schedule and budget restrictions (Tam et al., 2020). 

Contractor performance determines if the contractors have obtained a benefit from the 

project. Finally, project performance and termination concerns making a reasonable 

decision to cancel or terminate a project (Tam et al., 2020). Pinto and Slevin (1988) 

developed a framework for implementation success containing three elements: technical 

validity, organizational validity, and organizational effectiveness (Gandomani et al., 

2013). Technical validity assesses whether the project is practical and technically sound. 

Organizational validity considers client requirements, satisfaction level, and usability 

(Tam et al., 2020). Finally, organizational effectiveness considers the project’s positive 

contributions to the organization (Pinto & Slevin, 1988). 

Munns and Bjeirmi’s (1996) framework requires progression throughout the 

implementation phase, increased customer satisfaction, and the end-user's perception of 

the product. Belassi and Tukel (1996) developed a holistic framework of firm and 
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industry-related factors. The authors identified a need to classify success factors for 

categorization associations (Tam et al., 2020). Classification of success factors provides a 

method for correlational analysis between success factors. Shenhar et al. (1997) proposed 

a multidimensional framework to assess project success. The framework focused on 

project efficiency, customer impact, organizational success, and future preparation 

(Shenhar et al., (1997). The authors made a clear distinction between resource-related and 

performance-related factors. Resource-related factors refer to time and budget, while 

performance-related factors involve customer satisfaction (Tam et al., 2020). Lester 

(1998) asserted that project success depends on constant interaction between stakeholders 

and the organization. 

Project Success Factors 

Studies have shown that complexity and dynamism influence project success 

(Butler et al., 2020). Kandengwa and Khoza (2021) identified additional project success 

factors beyond the triple constraint of time, scope, and cost. They recognized business 

value, project visibility, process scope, and process improvement as success factors. 

Customer satisfaction is often used as a metric to measure success because it is essential 

to satisfy customers (Bergmann & Karwowski, 2018; Kandengwa & Khoza, 2021). 

Chiyangwa and Mnkandla (2018) assert that software development project success 

depends on factors such as project leadership and the associated management style. In 

addition, they suggest that agile project leadership lacks experience in dealing with 

people and cultural factors, process and project characteristics, and technical failure 
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factors (Chow & Cao, 2008; Cohn & Ford, 2003; Dybå & Dingsøyr, 2008; Koch, 2005; 

Lindvall et al., 2004; Misra et al., 2009). 

 Tam et al. (2020) found that the relationship between societal cultures, personal 

characteristics, and team capability can significantly impact project outcomes. They 

emphasize the importance of understanding personal factors and societal cultures when 

considering customer involvement. Their findings confirm those of Misra et al. (2009) 

that results of individual characteristics and societal culture are used to explain customer 

involvement. Bermejo et al. (2014) also identified that organizations with high success 

rates have higher capacity rates regarding culture, team, communication with the client, 

and environmental configuration (Bergmann, 2018). Tam et al. (2020) confirm the theory 

that team capability and customer involvement lead to agile software development 

project success; however, results also indicate that team capability significantly impacts 

project outcomes. Garousi et al. (2019) state that team experience with the software 

development methodologies used, the team’s experience with the task, and project 

monitoring and controlling are all essential factors contributing to an agile software 

development project’s success. 

Methodologies 

 There are three primary methodologies used in research studies. They are 

quantitative, qualitative, and mixed-method. Each methodology has strengths, 

weaknesses, and a specific purpose. The research study’s purpose determines the 

methodology used. The quantitative method tests a hypothesis and measures something 

(Creswell & Poth, 2018; Matović & Ovesni, 2023). Quantitative studies generally deal 
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with numerical analysis to determine correlational factors amongst datasets. Qualitative 

studies explore ideas, thoughts, and meanings (Creswell & Poth, 2018). Qualitative 

studies include any data that is nonnumerical. Mixed-method studies combine qualitative 

and quantitative methods to determine a correlational and phenomenological 

understanding of a topic (Creswell & Poth, 2018; Matović & Ovesni, 2023). Software 

development project success is a multi-faceted and complex topic primarily because there 

is no absolute definition of a successful project. Therefore, researchers have used all three 

study methodologies to try and understand the topic. 

Qualitative 

The literature has shown that several studies used a qualitative research approach. 

Kasauli et al. (2021) conducted a multiple case study with seven large-scale systems 

companies. They focused on identifying challenges with two popular large-scale agile 

frameworks and their impact on project success. The study involved 20 qualitative 

interviews, five focus groups, and eight cross-company workshops. Tsoy and Staples 

(2021) also used a multiple case study of four projects throughout their life cycle. The 

purpose of using the qualitative method was to fit their research question and allow them 

to examine contemporary events with complex contextual conditions, focusing on 

software development project success. The authors collected data for each project by 

interviewing 29 key stakeholders, project team members, and project leadership. 

Quantitative  

Chow and Cao (2008) used a quantitative approach for their study. Their goal was 

to identify critical success factors of agile software development projects. They obtained 
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data via survey resulting in 109 participants from all over the world. Using multiple 

regression analysis, the authors differentiated success and failure factors in agile software 

development projects. Stankovic et al. (2013) conducted an extension to the exploratory 

study performed by Chow and Cao (2008); therefore, they also used a quantitative 

approach. Like Chow and Cao (2008), the authors used multiple regression analysis to 

identify critical success factors of agile software development projects. Kandengwa and 

Khoza (2021) used a questionnaire typical of a quantitative research approach focusing 

on management support and agile experience relating to project success. Ciric-Lalic et al. 

(2022) conducted a quantitative study primarily focused on understanding project 

management’s role in software development project success. 

Mixed-Method 

Misra et al. (2009) used a mixed-method research methodology. They used 

quantitative (statistical) analysis to determine critical success factors that affect project 

success. In addition, they asked open-ended questions in a questionnaire requiring a 

qualitative approach. Gren et al. (2017) also used a mixed-method approach. They used 

quantitative methods to correlate critical success factors with project success. In addition, 

they conducted interviews using open-ended questions for qualitative data. Like Gren et 

al. (2017), Tam et al. (2020) utilized open-ended questions to obtain qualitative data, then 

used thematic analysis to group results. In addition, quantitative analysis was used to 

identify critical success factors contributing to software development project success. 

Butler et al. (2020) used quantitative analysis to determine the correlations between 
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project complexity and dynamism. They used qualitative data to understand themes from 

open-ended questions in interviews conducted with agile project managers. 

Transition and Summary 

Section 1 introduces the problem of understanding technical and social factors 

affecting the success of the agile software development project. In the literature review, I 

have discussed estimation methodologies, the definitions of agile software development 

project success, team experience, and team size. In addition, I have discussed the concept 

of critical success factors within the context of agile software development projects. This 

study evaluates the correlation between software development team experience, team 

size, accuracy of effort estimation, and agile software development project success. I 

have chosen a quantitative approach for this study to address hypotheses and answer 

research questions. The twelve critical success factors Chow and Cao (2008) identified 

serve as this study's theoretical framework. The literature discusses the issues of 

development team experience, team size, and complications of effort estimation. 

In Section 2, I discuss the role of the researcher in the data collection process. I 

also define who the target participants are for the study. In addition, I discuss the 

population, sample size, and the research method and design used in the study by 

justifying using the quantitative approach and how it aligns with the information 

technology problem identified in the problem statement. In section 2, I also discuss 

research ethics, data collection procedures, data organization techniques, and analysis 

techniques. Lastly, I discuss the reliability and validity of the study. 



50 

 

In Section 3, I provide an overview of the study and present the findings. The 

presentation will include graphs and informative statements regarding quantitative 

correlation analysis of software development team experience, team size, level of effort 

estimation accuracy, and project success. Additionally, I will discuss applications of the 

findings to professional practice and the implications for social change. I will also discuss 

recommendations for further study and recommendations for action. Lastly, I will present 

a reflection on the research and draw any conclusions from it. 
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Section 2: The Project 

Section 2 includes a presentation of the reasons for selecting a quantitative 

correlational study approach for this research. This section includes an explanation of the 

purpose of the research, my role in the process, and the sample population. The criteria 

for selecting the sample population and the ethical considerations for this study are 

explained and justified. Finally, the data collection technique, the organization, the 

analysis, validity, and reliability of data are described. 

Purpose Statement 

The purpose of this quantitative correlational study was to examine the 

relationship between software development team size, team experience, level of effort 

estimation accuracy, and project success rate for agile software development projects. 

The independent variables were team size, team experience, and level of effort estimation 

accuracy, and the dependent variable was the project success rate. The targeted 

population was agile software development project managers located in Texas. The 

implication for positive social change was to gain an understanding of technical factors 

that affect development and production costs and how they correlate.  

In this study, my goal was to develop insight into how project managers can 

mitigate production costs and provide a quality product that meets or exceeds timeline 

and budgetary constraints. Project management success criteria are often focused on the 

delivery and implementation phases to determine if project elements were performed 

correctly. Correctly performing elements may result in an on-time completion and within 

cost; however, it does not necessarily improve team efficiency and effectiveness. 
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Identifying team components that improve efficiency and effectiveness may reduce 

development costs, allowing enhancements such as consumer data protection.  

Role of the Researcher 

The role of the researcher varies due to circumstances, such as the traditional 

methods used to conduct research and the research method used. As the researcher, I 

identified the research problem, formulated objectives, and hypothesized potential 

outcomes. In addition, I recruited participants for the study, collected data, examined, 

analyzed, and presented the findings. The role of the researcher in a quantitative study is 

to play a neutral role in the research process and collect data (Yilmaz, 2013). The 

quantitative method requires the researcher to use a standardized instrument or 

predetermined response categories into which the participant’s experiences and 

perspectives are expected to align (Yilmaz, 2013). According to Starcher et al. (2018), 

the researcher is responsible for gathering data and developing a phenomenological 

understanding of the study. Köhler et al. (2017) assert that the researcher plays a crucial 

role in quantitative research as it formulates hypotheses and identifies independent and 

dependent variables. It is essential when researching to recognize the potential for bias 

and mitigate any prejudice where possible (Yilmaz, 2013). I used a published survey that 

reflected issues identified in the research problem and elicits participant responses 

without affecting the results. 

I am an experienced software developer with experience in software project 

management. I have managed teams of two to 10 members with varying experience 

levels. The experience levels range from recent university graduates with little to no 
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practical, real-world experience to senior-level developers with five years or more 

practical experience. I am familiar with the agile software development methodology and 

have used it in several projects I have worked on. As an experienced developer familiar 

with the agile methodology, I have provided effort estimations for small to large-size 

development projects. My professional experience aided me during this research study. 

The purpose of the survey questions was to gain knowledge by obtaining the 

attitudes and opinions of participants so testing of associations between variables can 

commence. Surveys are useful to answer three types of questions: descriptive questions, 

questions about relationships between variables, and questions about predictive 

relationships between variables (Couper & Miller, 2008). A successful survey design 

requires several elements, such as identifying its purpose and indicating why a survey is 

preferred. Additionally, specify the rationale for the procedure, using arguments based on 

its strengths and weaknesses, costs, data availability, and convenience (Creswell & 

Creswell, 2017). I incorporated these elements into my survey to ensure the participants 

were informed of the purpose and rationale for the procedure. 

I followed the three fundamental principles outlined in The Belmont Report. The 

principles are ensuring justice, respecting the person, and maximizing beneficence 

(National Commission for the Protection of Human Subjects and Biomedical and 

Behavioral Research, 1979). The participants were fully informed about the intent of this 

research and ensured that participant information would be kept confidential. Individual 

participants received informed consent forms to establish a working relationship. Full 

disclosure of the purpose of the research must be presented in an easily comprehended 
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format so participants can make competent decisions regarding involvement (Geier et al., 

2021; Kaewkungwal & Adams, 2019). 

Participants 

In this section, I define the eligibility requirements for participant selection and 

how I obtained access to the participants. The targeted population was agile software 

development project managers in Texas who have managed development teams with 

three or more members. Participants were current or former IT agile software 

development project managers who have experienced both successful and unsuccessful 

project outcomes. The participants were involved in agile team composition regarding the 

number of team members and their development experience. The participants also 

worked closely with stakeholders to define requirements and obtain level of effort 

estimates from the development team. Additionally, the participants were involved in 

project management, budgeting and control, conflict resolution, knowledge management, 

and reporting. The specific roles of the participants were senior and junior project 

managers, senior software developers, and technical leads. 

Participants were identified and personally selected on LinkedIn and member 

listings from the Institute of Electrical and Electronics Engineers (IEEE) and the 

Association of Computing Machinery (ACM). I sent an inquiry to the potential 

participant asking for their participation in taking an online survey regarding their 

personal experience with agile software development project outcomes. In the inquiry, I 

explained the purpose of the research, eligibility criteria, and expected contributions to 

practitioner literature and business practice (see Appendix A). 
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Research Method and Design 

The research method includes the approach and underlying philosophy used in the 

planning and conducting of research. Additionally, the research method describes the 

design strategy and methodology when and how data is collected during the research 

process. According to Abutabenjeh and Jaradat (2018), the research problem, question, 

and purpose must align with the chosen research methodology. The research method and 

design depend on whether the researcher seeks to explore and interpret a phenomenon or 

a causal explanation of a phenomenon (Basias & Pollalis, 2018). In this study, I used a 

quantitative research method with a correlational design to answer the research question. 

Method 

I used a quantitative research method in this study. Quantitative and qualitative 

are the two primary methods of social science research (Basias & Pollalis, 2018; 

Farghaly, 2018; Rutberg & Bouikidis, 2018). The quantitative methodology aligns with 

the positivist worldview and is informed by objectivist epistemology (Basias & Pollalis, 

2018; Farghaly, 2018). To infer and predict behavior in the broader population, the 

researcher uses statistical techniques to measure causal relationships between variables 

(Basias & Pollalis, 2018; Taguchi, 2018). In a quantitative study, the researcher uses pre-

selected variables representing measurable constructs (Taguchi, 2018). According to 

Farghaly (2018), the quantitative approach is suitable for testing statistical hypotheses, 

summarizing statistical data, and supporting the generalization of results. I used a 

quantitative method for this study. The quantitative method was appropriate because I 
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measured the effect of software development team size, team experience, and the level of 

effort estimation accuracy on the success rate of agile software development projects. 

 Researchers who explore a phenomenon through a flexible, descriptive, flexible, 

and context-driven framework align their study with a constructivist epistemology by 

employing a qualitative method (Basias & Pollalis, 2018; Taguchi, 2018). In a qualitative 

approach, the researcher is committed to understanding the reasoning behind a 

phenomenon and searches for evidence patterns in data using many elements (Taguchi, 

2018). Since I did not conduct exploratory research, the qualitative method was 

inappropriate for this study. 

A third approach, a mixed method, combines qualitative and quantitative methods 

concurrently or sequentially in a single study, potentially combining the best of both 

methods (Rutberg & Bouikidis, 2018; Taguchi, 2018). The mixed method approach was 

also inappropriate for this study since I only used measurable constructs and did not 

perform an exploratory component. 

Research Design 

I used a correlation design in this quantitative study. The quantitative 

methodology has four primary research designs: experimental, descriptive, correlational, 

and quasi-experimental (Bloomfield & Fisher, 2019; Duckett, 2021). In a correlational 

design, the researcher measures relationships between a dependent variable and one or 

more independent variables (Kaeedi et al., 2023). In this study, I employed a correlational 

design to measure the distribution of agile software development projects’ outcomes as a 

function of social and technical variables. Researchers who employ an experimental or 
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quasi-experimental design seek to determine cause and effect rather than a measurable 

relationship afforded by a correlational design (Chen et al., 2023). Experimental and 

quasi-experimental designs require control groups and manipulation of the variables 

(Duckett, 2021; Miller et al., 2020). In addition, randomized assignment of participants to 

groups would be required in an actual experiment (Duckett, 2021; Miller et al., 2020). In 

this study, I did not seek to determine cause and effect and did not require control groups 

or the ability to manipulate variables; I did not choose an experiment or quasi-

experimental design. In a descriptive design, the researcher seeks to quantify the 

characteristics of a significantly sized sample (Bloomfield & Fisher, 2019; Duckett, 

2021). In addition, a descriptive design is intended to understand the current state of a 

situation, population, or phenomenon (Chen et al., 2023). I measured the relationship 

between variables; therefore, a descriptive design was inappropriate for this study. 

Population and Sampling 

The targeted population was software development project managers in Texas 

who use or have used the agile software development methodology with a team size of 

between three and 20 members. The sample of primary participants for primary data 

collection was software development project managers directly involved in the decision-

making, management, and building of agile software development teams throughout the 

software development lifecycle. 

 A sample represents the population and unit of analysis in a quantitative research 

study (Mweshi & Sakyi, 2020; Sarstedt et al., 2018). This study’s sample frame was the 

list of software development project managers who use or have used the agile software 
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development methodology with a team of three or more members. There are two types of 

sampling in academic research: random and non-random (Mweshi & Sakyi, 2020; 

Sarstedt et al., 2018). Random sampling is also called probability, while non-random 

sampling is called non-probability (Mweshi & Sakyi, 2020; Sarstedt et al., 2018). 

Probability sampling is the process where each participant is chosen randomly from the 

population; therefore, each participant has an equal chance of being selected (Mweshi & 

Sakyi, 2020; Sarstedt et al., 2018). In non-probability sampling, the chance of selection is 

unknown for each participant, and the researcher would employ other strategies to 

perform unit selection (Mweshi & Sakyi, 2020; Sarstedt et al., 2018). For this study, I 

chose the judgmental (or purposive) non-random sampling strategy because the 

population was specific to software project managers in Texas with a specific skill set. 

When a researcher needs to select units from a population that satisfies a particular 

purpose, purposive or judgment sampling is used (Mweshi & Sakyi, 2020; Sarstedt et al., 

2018). In this study, the potential participants were software development project 

managers with specific knowledge of the agile software development methodology. 

 According to Norouzian (2020), in quantitative research, the sample size is 

critical to the validity of statistical analysis. I used a power analysis to determine the 

appropriate sample size. There are three critical parameters used in power analysis. They 

are (a) the alpha level (the probability of falsely rejecting the null hypothesis denoted as 

α), (b) the power (the probability of correctly rejecting the null hypothesis denoted as (1-

β), and (c) the effect size (the attributable amount of variance to the predictor variables 

denoted as ƒ2) (Hickey et al., 2018). In quantitative research, typical values for a range 
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between 0.05 and 0.01; values for b range between 0.2 and 0.1; and the effect size is 

typically applied from a priori research study (Hickey et al., 2018). 

 I used G*Power 3.1 software to perform the power analysis for this study. The 

parameters used were α of 0.05, β of 0.2, and a medium effect size ƒ2 of 0.2 taken from a 

priori research study with similar predictor variables by Misra et al. (2009). The sample 

size for a linear regression statistical procedure with three predictor variables was 56. 

Using G*Power, I extended the analysis by increasing the power to 0.95, increasing the 

sample size to 90. The analysis results provided a targeted sample size of 56 and 90 for 

this study (Figure 1). 

Figure 1 

Power as a Function of Total Sample Size 

 

Ethical Research 

I followed Walden University’s research protocol, which ensures that studies 

involving human subjects undergo an independent ethical review. Strict ethical protocols 
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must be followed to protect participants from potential informational, physiological, and 

physical harm (Geier et al., 2021). Following the research protocol ensures that this 

research adheres to the three fundamental principles outlined in the Belmont Report. In 

1979, the National Commission for the Protection of Human Subjects and Biomedical 

and Behavioral Research defined three basic principles of ethical research: respecting the 

person, ensuring justice, and maximizing beneficence. 

 Respecting the person is the first principle of the Belmont Report and is closely 

associated with the informed consent process. Participants were fully informed that their 

participation would be kept strictly confidential and informed of the aim of the research. 

The names of the participants were not collected. The IRB reviewed the data use 

agreement and informed consent form used in this study. Survey participation was 

voluntary, and participants could withdraw by not completing the online survey. 

 The second principle of the Belmont Report, ensuring justice, ensures that 

participants will be selected fairly and without targeting vulnerable groups (National 

Commission for the Protection of Human Subjects and Biomedical and Behavioral 

Research, 1979). I obtained certification and approval from Walden University’s IRB 

before collecting any primary data (approval # 11-14-23-1135428). To protect the 

confidentiality of the participants, the data collected was stored on a secured drive, and 

will be saved for five years, then permanently deleted. 

 Beneficence is the third principle of the Belmont Report regarding incentivizing 

participants to participate in a study. I did not offer any incentives for participation in my 

research. The third principle ensures that the minimal risk of harm to individuals 
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participating in the study would outweigh the benefits of contributions to business and 

social change (National Commission for the Protection of Human Subjects and 

Biomedical and Behavioral Research, 1979). 

 I collected primary data from software development project managers who use the 

agile methodology within Texas via a survey method. The surveys were administered 

anonymously, and I did not link participant’s identities with individual responses. The 

persistence of anonymity aligns with the principle of the Belmont Report: respect the 

person (National Commission for the Protection of Human Subjects and Biomedical and 

Behavioral Research, 1979). 

Data Collection 

Instruments 

 The data collection instruments for this study were the demographics dimension, 

the organizational dimension, the people dimension, the process dimension, the technical 

dimension, the project dimension, and the perception of success of the agile project. 

These dimensions are adapted from prior research by Chow and Cao (2008) in their study 

of critical success factors of agile software development projects. The entire survey 

instrument focuses on concepts of agile software development and elements that affect 

the project outcome. These dimensions have been used in extant research on critical 

success factors of agile software development projects (Dikert et al., 2016; Stankovic et 

al., 2013; Tsoy & Staples, 2021). 

 The demographics dimension, influenced by Dikert et al. (2016) and Stankovic et 

al. (2013), provides values for general information regarding the participant's agile 
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software development project to base their answers. This section was purely 

informational and not used in any quantitative statistical analysis. This dimension has 

eight questions: four regarding basic information regarding the agile project and four 

questions requesting basic information regarding the participants and their respective 

organizations. 

 The organizational dimension, influenced by research by Chow and Cao (2008), 

is measured by three underlying factors: management commitment, organizational 

environment, and team environment. Each underlying factor in the survey questionnaire 

has two to four items. The people dimension, also influenced by research by Chow and 

Cao (2008), has two underlying factors: team capability and customer involvement. Each 

underlying factor has one to two items in the survey questionnaire. The people 

dimension, influenced by research by Chow and Cao (2008) and Stankovic et al. (2013), 

provided values for the software development team experience independent variable. The 

process dimension also has two underlying factors: the project management process and 

the project definition process. Each of these factors has two to three items in the survey 

questionnaire. The project dimension, influenced by research by Chow and Cao (2008) 

and Tsoy and Staples (2021), provides the software development team size independent 

variable values. The technical dimension has two underlying factors: agile software 

techniques and delivery strategies. Each of these factors has three to four items in the 

survey questionnaire. The technical dimension provides, also influenced by research by 

Chow and Cao (2008), values for the software development team's level of effort 

estimation accuracy independent variable.  
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The perception of the success of an agile project, influenced by research by Chow 

and Cao (2008), is measured with four underlying factors: the project was successful in 

terms of software quality, the project was successful in terms of scope and requirements, 

the project was successful in terms of timeliness, and the project was successful in terms 

of costs and efforts being under budget or within estimates. The perception of the project 

success dimension provides the values for the software development project outcome-

dependent variable. 

The survey instrument was appropriate for this study because it had been used in 

extant literature. Additionally, it allowed for collecting information from a sample of 

individuals through their responses to questions. Historically, survey research has 

included extensive population-based data collection to obtain information reflecting 

demographic and personal characteristics (Ovan & Saputra, 2020). The survey instrument 

provided an appropriate method for collecting data regarding this study’s problem 

statement. An online survey is cost-effective and convenient for participants while 

eliminating geographic restrictions (Jordan, 2018). A formal request to reuse the survey 

instrument was sent to the authors (Appendix C). 

The survey was administered online via a secured internet service using 

SurveyMonkey. The survey was expected to take less than 20 minutes to complete. 

Participants responded to these items/questions using a 7-point Likert scale (see Table 1). 

The independent variables of software development team size, team experience, and the 

level of effort estimation accuracy are numeric and have an interval scale, with values 

ranging from 1 to 7. Agile software development project outcome is numeric and has an 
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interval scale, with values ranging from 1 to 7. The complete structure of the survey 

instrument is shown in Appendix B. 

Table 1 

Survey Response Likert Values 

Likert Value Response Description 

1 Strongly disagree 

2 Disagree 

3 Somewhat disagree 

4 Neither disagree nor agree 

5 Somewhat agree 

6 Agree 

7 Strongly Agree 

 

The original survey instrument designed by Chow and Cao (2008) did not include 

questions regarding the accuracy of the level of effort estimation. Thus, I added two 

additional questions to the technical dimension section of the survey. In the 

demographics section, I removed the questions about the project's location and the 

participant’s role because I limited this study to software development project managers 

in Texas. I also removed the questions about the company name and contact information, 

which is irrelevant to my study. Lastly, I changed the definition of small team size to 3 to 

20 members. 
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The survey questionnaire Chow and Cao (2008) developed has been used in other 

studies regarding the critical success factors of agile software development projects. 

Chiyangwa and Mnkandla (2018) used the instrument to collect data on critical success 

factors of agile software development projects in South Africa. Dikert et al. (2016) used 

the instrument to obtain data from European large-scale software development 

companies. Stankovic et al. (2013) applied Chow and Cao’s (2008) instrument while 

focusing on critical success factors in agile software development projects in former 

Yugoslavia. 

In academic research, the degree to which a data collection technique or study 

successfully captures its intended measure can be described as its validity (Bahariniya et 

al., 2021; Jordan, 2018; Ovan & Saputra, 2020). Reliability can be described as the 

degree to which consistent results would be obtained if the study was replicated by other 

researchers using the same data collection method (Bahariniya et al., 2021; Jordan, 2018; 

Ovan & Saputra, 2020). The validity and reliability of the instruments were assessed by 

three tests: content, discriminant, and convergent validity (Evans & Mathur, 2018). 

Content validity ensures the comprehensiveness of the elements used to create each 

measure.  

The elements for agile software development project success have been verified 

by extant literature and interviews with software development project managers (Chow & 

Cao, 2008). Convergent validity examines the average variance of the measurement 

constructs for reliability. The measures yielded an average variance between 0.6 and 0.10 

for samples in the prior study by Chow and Cao (2008). The discriminant validity of the 
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measures derives from the square root of the average variance for each construct. In 

addition to the abovementioned measures, the survey instrument has several general 

questions, like Chow and Cao’s (2008) approach. These questions included information 

regarding agile projects, the participant organization, and personal experiences. 

Chow and Cao (2008), as part of the pilot process and to test content validity and 

readability, elicited feedback from five members of the Agile Alliance on how to improve 

the survey. This ensured the questions were relevant, comprehendible, and detailed 

enough to elicit accurate participant responses. Tsoy and Staples (2021) and Tam et al. 

(2020) used a modified version of Chow and Cao’s (2008) instrument for their study. 

Their findings show that the instrument produced similar results, increasing its test-retest 

reliability. I used Cronbach’s alpha to test the reliability of the survey. Cronbach α is a 

coefficient alpha, a function of the number of items and their significance of inter-

correlation (Chow & Cao, 2008; Cronbach, 1951). 

Additionally, I totaled all the scores for each participant and performed a Pearson 

bivariate correlation analysis. The correlation coefficient was then compared to the 

critical value of the degrees of freedom. The survey question was considered valid if the 

correlation was significant and the correlation coefficient was larger than the critical 

value for the degrees of freedom (Cramer et al., 2006).  

The raw data from the survey was downloaded from SurveyMonkey after the 

survey was closed. The data itself was made available in appendices after the data 

collection stage. The data may also be provided in digital form via request from the 

researcher. 
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Data Collection Technique 

This quantitative correlational study evaluated data to determine if a significant 

relationship exists between software development team size, team experience, level of 

effort estimation accuracy, and agile software development project outcomes. To 

accomplish this, I used an online survey instrument to collect primary data for software 

development team size, team experience, level of effort estimation accuracy, and agile 

software development project outcome. I posted the link to my survey on ACM and IEEE 

member boards that target agile software project management. In addition, I adopted a 

supplemental data collection technique that involved using the LinkedIn professional 

network to publish my consent form and survey participation requests. I sent the consent 

form and survey participation requests (Appendix A) to targeted groups of agile software 

development project managers in Texas. 

The survey was administered online using SurveyMonkey. The online survey 

method is cost-effective, easy to administer, and convenient for participants. In addition, 

online questionnaires allow for the quick collection of large volumes of data from 

geographically dispersed participants (Ball, 2019). Although online surveys are cost-

efficient and convenient, they are impersonal and have a high chance of response bias 

and fraud (Ball, 2019). Additionally, due to the online factor and lack of personal 

communication, it is difficult to interpret the sentiments behind the participant’s answers. 

 SurveyMonkey provides export capabilities in a variety of formats. I utilized the 

XLS file format to export results. To conform to the ethical principles outlined earlier, I 

ensured the data was encrypted and confirmed that the third-party provider, 
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SurveyMonkey, removed the data from their server at the study’s conclusion. The data 

file(s) have been password-protected and stored on a secured drive. 

Data Analysis Technique 

The research question for this study: What is the relationship between software 

development team size, experience, level of effort estimation accuracy, and agile 

software development project success rates? The null hypothesis, H0: There is no 

significant relationship between software development team size, experience, level of 

effort estimation accuracy, and agile software development project success rates. The 

alternate hypothesis: H1: There is a significant relationship between software 

development team size, experience, level of effort estimation accuracy, and agile 

software development project success rates. An analysis of how the three predictor or 

independent variables affected the dependent variable, the outcome of agile software 

development projects, was required to answer the research question and test hypotheses. 

Data Integrity 

 This study used an online survey administered by SurveyMonkey. There were 

some questions regarding primary demographic data that allow freeform text. These 

questions were for context relating to the participant and were not used in statistical 

analyses. The need for data cleansing is minimal, if nonexistent. The questions used for 

statistical analyses were defined so that they are required and are not freeform. These 

questions had possible answers tied to a Likert scale of 1-7. The data has been stored on 

an online server administered by SurveyMonkey; therefore, no external access to the data 

is permitted. After the study, I downloaded the data to a Microsoft Excel spreadsheet and 
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reviewed it for completeness. If, for any reason, invalid answers were given, the records 

were notated and removed from the dataset before any analysis. 

Statistical Analysis 

 In this study, I used multiple linear regression for statistical analysis. Several 

statistical tests can be used to analyze the relationship or correlation between independent 

and dependent variables. These include simple bivariate linear regression, the t-test or 

comparison of means, multiple linear regression, ANOVA or analysis of variance, and 

MANOVA or multiple analysis of variance (Abu-Bader, 2021). Two or more 

independent variables can be analyzed simultaneously with multiple linear regression 

analysis, resulting in an equation to predict the score of the dependent variable (Abu-

Bader, 2021). Simple bivariate linear regression, ANOVA, MANOVA, and t-tests are 

helpful when only one predictor variable is used; therefore, they are inappropriate for this 

study. The multiple linear regression technique enhances the simple bivariate linear 

regression technique and can be used when multiple predictor-independent variables are 

present (Mari et al., 2019). In this study, I used multiple linear regression analysis 

because the research question involves three independent variables and how they predict 

the outcome of the agile software development project, the dependent variable. 

 All three independent variables, software development team size, experience, and 

level of effort estimation accuracy, are numeric. Additionally, all three independent 

variables have an interval scale with values ranging from 1 to 7. The dependent variable, 

agile software development project outcome, is also numeric and has an interval scale 

with values ranging from 1 to 7. I used the multiple linear regression function in the 
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SPSS statistical software to compute the regression analysis. SPSS is a statistical 

software package used in research that is powerful and user-friendly and can perform all 

the statistical tests mentioned above (Abu-Bader, 2021). I also used SPSS to perform the 

correlations to determine the significance of intercorrelation between variables. 

Data assumptions include linearity, homoscedasticity, independence of residual 

outliers, and normal data distribution. Homoscedasticity is primarily related to 

dependence relationships between variables and refers to the assumption that variables do 

not exhibit equal levels of variance across the predictor variables (Johns et al., 2022). 

When the homoscedasticity assumption is violated, there is an increased probability of 

Type I errors or a decrease in statistical power (Rosopa et al., 2013). The normalized data 

distribution assumption in multivariate analysis refers to the shape of the data distribution 

for an individual metric variable and its correspondence to the normal distribution (Johns 

et al., 2022). Linearity is an implicit assumption of all multivariate techniques based on 

correlation measures of association (Rosopa et al., 2013). Correlations represent only 

linear associations between variables; therefore, the correlational value will not represent 

only nonlinear effects (Johns et al., 2022). Independence concerns longitudinal data, 

where observations are collected from the same entity over time. There are two types of 

data: cross-sectional and longitudinal. Cross-sectional data is collected from entities only 

once, whereas longitudinal data is collected from the same source more than once (Johns 

et al., 2022). The independence assumption is assumed to be met with cross-sectional 

datasets (Rosopa et al., 2013). 
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Probability and scatter plots of dependent variable residuals can be used to test for 

independence of outliers, homoscedasticity, linearity, outliers, and normality 

(Chantarangsi et al., 2018). I used SPSS to generate normal probability plots and 

scatterplots and analyze the results for outliers, linearity, normality, homoscedasticity, 

and independence of residual outliers. The statistical validity of research findings 

increases as the sample size increases (Norouzian, 2020). I used G*Power analysis to 

determine the sample size and ensure statistical validity. I aimed for a sample size larger 

than the minimum of 56 required by power analysis to improve the overall statistical 

validity of this study. 

 In the data analysis, I examined the effect of each independent variable separately 

to determine its impact on the dependent variable, agile software development project 

outcome. The evaluation will require evaluating the coefficient for each independent 

variable from the SPSS linear multiple regression output. I also used the SPSS output to 

construct a regression equation that includes all three independent variables. The 

presumptive predictive equation is: 

Agile Software Development Project Outcome = constant value + coefficient(team size) 

+ coefficient(team experience) + coefficient(level of effort estimation accuracy) 

 I also performed a data transformation on the four project dimension question 

values that identified the project's success. The four questions were assigned a numeric 

value ranging from 1 to 7 (Likert scale), measuring Very Unsuccessful to Very 

Successful. The transformation added the Likert values of the four questions related to 
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project success together, forming a composite value. I then used the composite value as 

the dependent variable for regression analysis. 

Reliability and Validity 

In quantitative research, rigor is achieved by reliability and validity measures to 

ensure that the measures properly represent the theoretical constructs. In research, 

validity and reliability measures reinforce trustworthiness in the study and position the 

study to be used by software development project managers when making decisions (Hall 

& Van Ryzin, 2019). 

Reliability 

 Research reliability may be defined as the extent to which the data collection 

method will yield similar findings and similar conclusions if conducted by another 

researcher (Surucu & Maslakci, 2020). In quantitative research, obtaining similar results 

is straightforward because of the numerical nature of the data. According to Dobakhti 

(2020), any researcher can analyze numerical data, and the results would not have a 

significant variance from one context to another. However, in qualitative research, the 

same data from interview or observation may be inconsistent from one context to another 

(Dobakhti, 2020). Engel and Schutt (2017) suggest that it is better to agree that the results 

are dependable and consistent based on the data collection processes. 

 External reliability is concerned with the replication of the study. If another 

researcher were to reproduce a study and obtain similar results, it would be considered 

externally reliable (Surucu & Maslakci, 2020). Dobakhti (2020) suggests that the 

researcher follows five procedures to augment the external reliability of the research. The 
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five procedures include the choice of informants, the status of the researcher, the social 

situations and conditions, the analytic constructs and premises, and the methods of data 

analysis and collection (Dobakhti, 2020; Engel & Schutt, 2017; LeCompte & Goetz, 

1982; Nunan, 1992). The procedures mentioned above require the researcher to disclose 

their social position regarding the participants and describe the participants as fully as 

possible, leaving no ambiguity. The procedures also encourage the researcher to ensure 

that the participant's social situations and conditions are consistent. Lastly, the different 

data collection procedures and phases must be explicitly explained. I used a modified 

version of the survey instrument created by Chow and Cao (2008). It has achieved 

external reliability through use in studies including Stankovic et al. (2013), Dikert et al. 

(2016), and Tsoy and Staples (2021). 

Internal reliability is concerned with the consistency of collecting, analyzing, and 

interpreting data. Internal reliability is obtained when an independent researcher 

reanalyzes the study and produces findings similar to those of the original researcher 

(Dobakhti, 2020). In general, there are four strategies a researcher can use to guard 

against threats to internal reliability. The strategies are low inference descriptors, multiple 

researchers, peer examination, and mechanically recorded data (Dobakhti, 2020; 

LeCompte & Goetz, 1982; Nunan, 1992). 

Low inference descriptors are easily observable and readily qualified (counted or 

measured). The instrument used in this study uses questions on a Likert scale that can be 

counted and measured. Multiple researchers or participant researchers are not feasible in 

this study. However, there are instances where experienced participants may be used to 
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aid a researcher in data collection and validation (Surucu & Maslakci, 2020). Peer 

examination can be implemented by applying and utilizing findings from other 

researchers, resulting in enhanced internal reliability (Dobakhti, 2020). Lastly, 

mechanically recorded data enhances internal reliability by providing data that can be 

analyzed and reanalyzed. In qualitative research, mechanically recorded data could be a 

recorded interview. In quantitative research, mechanically recorded data could be 

electronic results of an online questionnaire or survey. In this quantitative study, I utilized 

an online survey through SurveyMonkey that will mechanically record the data. 

Validity 

Validity can broadly be defined as the extent to which the data collection method 

will result in similar findings if research is conducted by other researchers (Surucu & 

Maslakci, 2020). According to Dobakhti (2020), validity is a matter of utility, 

dependability, and trustworthiness that the researcher instills in it. Additionally, validity 

concerns the research being accurate and believable and evaluating what it purports to 

evaluate (Dobakhti, 2020). 

Internal validity is the extent to which the instruments accurately demonstrate a 

causal relationship in a quasi-experimental or experimental research study (Flannelly et 

al., 2018). This study is a correlational design and not an experimental or quasi-

experimental design; internal validity threats such as mortality, statistical regression, 

selection, selection by maturation, instrumentation, history, and testing are not applicable. 

In correlational analysis, such as this study, the researcher is concerned with threats to 

statistical conclusion validity. 
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The instrument's reliability is measured by how well the instrument avoids a Type 

I error. A Type I error is the probability of incorrectly rejecting the null hypothesis when 

the null hypothesis is true (Gohary, 2019). To mitigate this type of error, a robust level of 

significance (denoted by alpha level or α-value) is applied to the study. The significance 

value of 0.05 used in this study indicates that there is only a 5% chance of committing a 

Type I error. In quantitative research, the most commonly used  level of significance is 

5% (Bajpai & Chaturvedi, 2021; Indrayan, 2020). 

The extent to which causal relationships can be generalized to other contexts is 

external validity (Fabrigar et al., 2020). Research that uses probability or random 

sampling would be externally valid and have the greatest freedom from bias (McEwan, 

2020). I used a non-probabilistic sampling technique to target a specific knowledge base 

in this study. The population for this study was restricted to Texas. Indications of a 

moderating variable specific to another context could be present when the findings of a 

study cannot be replicated (Fabrigar et al., 2020). A generalization of the findings of this 

study should be limited to other agile software development project managers within 

Texas. 

Transition and Summary 

 In Section 2, I outlined the research methodology and design for conducting this 

quantitative correlational study. I also described my role as the researcher and the steps 

that will be taken to reduce bias and ensure objectivity. Additionally, I outlined the steps 

I took to ensure ethical research practices are followed. The rationale for choosing the 

study participants, population, and sample size was also outlined. In this section, I 
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explained in detail the priori survey questionnaire instruments for software development 

team experience, team size, level of effort estimation accuracy, and agile software 

development projects’ outcomes. 

Additionally, I outlined the technique I used for data collection: an online web-

administered survey questionnaire. I also explained the steps I took to ensure the validity 

and reliability of the study findings. Additionally, I demonstrated the benefits of using 

SPSS statistical software as an analytical tool. Lastly, I calculated an appropriate sample 

size (between 56 and 90) using G*Power to ensure the study validity and significance of 

the results. 

 In Section 3, I present the data analysis results and findings. I outlined the results 

of the study validity and reliability testing. Additionally, I explain the implications for 

agile software development project managers, contributions to academic and professional 

literature, and contributions to social change. I explain this study's limitations and future 

research opportunities. Lastly, I present my conclusions and reflections.  
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Section 3: Application to Professional Practice and Implications for Change 

The purpose of this study was to examine the relationship between software 

development team size, team experience, level of effort estimation accuracy, and project 

success rate for agile software development projects. This section includes (a) an 

overview of the study, (b) presentation of the findings, discussion of the study’s (c) 

application to professional practice and (d) implications for social change, (e) 

recommendations for actions, (f) suggestions for further research, and (g) personal 

reflections and conclusion. 

Overview of Study 

The purpose of this quantitative correlational study was to examine the 

relationship between software development team size, team experience, level of effort 

estimation accuracy, and project success rate for agile software development projects, as 

moderated by software development team size (SDTS), software development team 

experience (SDTE), level of effort estimation accuracy (LEEA), and project success rate 

(PSR). SPSS was used for initial data validation and exploratory factor analysis. 

Presentation of the Findings 

The IRB approved the data collection process on the 9th of November, 2023 

(approval # 11-14-23-1135428). The survey was deployed on the 18th of November, 

2023, and closed on the 12th of March, 2024. The survey collected a total of 82 

respondents. The respondents who qualified for the survey were filtered by Questions 5, 

6, and 44. These questions ensured that the participants were IT project managers with 

agile project experience who worked in an agile software development team between 
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three and 20 members. Upon filtering on these qualifications, the total number of 

respondents was reduced to 73, thus resulting in an 89% completion rate. 

After reviewing the data in Microsoft Excel, respondents who did not fully 

answer the survey were excluded. This resulted in a final sample of 61 respondents (n = 

61). The distribution of the company size of final sample respondents is shown in Figure 

2, hereunder. 

Figure 2 

Historgram of Sample Distribution 

 

Variables 

 The SDTS variable was collected using a Likert scale of 1-7, where respondents 

provided a level of agreement regarding team size (see Table 3). The SDTE variable was 

collected using a Likert scale of 1-7, where respondents provided a level of agreement 

regarding team experience (see Table 4). The LEEA variable was collected using a Likert 
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scale of 1-7, where respondents provided a level of agreement regarding the level of 

effort estimation accuracy (see Table 5). 

 The PSR variable was not collected directly but is a composite value of the four agile 

project success (APS) variables (PSR = APS1 + APS2 + APS3 + APS4). The project 

success rate variables were based on a 7-point Likert scale and collected directly via the 

survey data collection instrument (see Tables 6, 7, 8, and 9). 

Descriptive Statistics 

After the initial data cleansing in Microsoft Excel, I used SPSS (version 28) to (a) 

understand the sample and (b) conduct testing related to normality and reliability. I 

evaluated the data uploaded to SPSS for missing data relating to the constructs for 

software development team size, team experience, level of effort estimation accuracy, 

and project success as per Table 2. 

Table 2 

Software Development Team and Project Characteristics 

No.  Category Team Size Team 
Experience 

Level of effort estimation 
accuracy 

Project 
Success 

N Valid 61 61 61 61 
 Missing 0 0 0 0 

 

The software development team size analysis revealed that the majority (52.5%) 

of the participant’s team size was five members or fewer, as per Table 3. This supports 

prior research conducted by Tsoy and Staples (2021), Dikert et al. (2016), and Kula et al. 

(2022), where a significant percentage of team sizes were five members or fewer. 

Notably, 10 (16.4%) of all participants reported team sizes of 11-15 members, and only 
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two (3.3%) reported a team size of 16-20. The findings suggest that most agile software 

development team sizes fall within one to 10 members at 83.6%. 

Table 3 

Software Development Team Size 

 Frequency Percent Valid Percent Cumulative Percent 

5 members or less 32 52.5 52.5 52.5 

6-10 members 19 31.1 31.1 83.6 

11-15 members 10 16.4 16.4 96.7 

16-20 members 2 3.3 3.3 100.0 

Total 61 100.0 100.0  

 

The software development team experience analysis revealed that 8 (13.1%) 

project managers disagreed that the team comprised a good mixture of non-experienced 

and experienced members, as per Table 4. The analysis also showed that five (8.2%) 

neither disagreed nor agreed that the team included a good mixture of non-experienced 

and experienced members. Conversely, 48 (78.8%) participants agreed that the 

development team included a good mixture of non-experienced and experienced 

members. A prior study by Bogopa and Marnewick (2022) found that of 212 respondents, 

78 (36.7%) stated that members had more than 10 years of experience, while 62 (29.7%) 

had less than five years of experience. Butler et al. (2020) found similar results, finding 

that of 121 respondents, 76 (62%) reported team members having 10 or more years of 

experience. Their findings support the analysis by suggesting that having a mixture of 

non-experienced and experienced team members is important. 
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Table 4 

Software Development Team Experience 

 

 

Frequency Percent Valid Percent Cumulative 

Percent 

Strongly Disagree 1 1.6 1.6 1.6 

Disagree 2 3.3 3.3 4.9 

Somewhat Disagree 5 8.2 8.2 13.1 

Neither Disagree nor Agree 5 8.2 8.2 21.3 

Somewhat Agree 14 23.0 23.0 44.3 

Agree 25 41.0 41.0 85.2 

Strongly Agree 9 14.8 14.8 100.0 

Total 61 100.0 100.0  

 

Analysis of the software development team's level of effort estimation accuracy 

revealed that 9 (14.8%) disagreed that team member’s estimations were accurate, as per 

Table 5. Additionally, 4 (6.6%) disagreed nor agreed that member estimations were 

accurate. Lastly, 48 (78.8%) agreed that the effort estimations provided by team members 

were accurate. The vast disparity between the number of respondents reporting accurate 

and inaccurate estimates is significant. The analysis suggests that more than 75% of all 

estimates were considered accurate by the respondents. These findings show a 

considerable increase in accuracy compared to prior study results. Prakash and 

Viswanathan (2017) asserted that 46.3% of respondents reported inaccurate effort 

estimations. Similarly, Govil and Sharma (2022) found that 38.7% of respondents 

reported team member estimation accuracy to be inaccurate. 
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Table 5 

Software Development Team Level of Effort estimation accuracy 

 Frequency Percent Valid 

Percent 

Cumulative 

Percent 

Strongly Disagree 2 3.3 3.3 3.3 

Disagree 0 - - - 

Somewhat Disagree 7 11.5 11.5 14.8 

Neither Disagree nor Agree 4 6.6 6.6 21.3 

Somewhat Agree 14 23.0 23.0 44.3 

Agree 30 49.2 49.2 93.4 

Strongly Agree 4 6.6 6.6 100.0 

Total 61 100.0 100.0  

Agile Software Development Project Success Factors 

Descriptive statistics regarding product quality regarding the software 

development project's success are provided in Table 6. Analysis of the data revealed that 

12 (19.7%) participants reported that the quality of the product did not meet the desired 

standards. Furthermore, 9 (14.8%) participants responded that they somewhat agreed that 

the desired standards were met. The most significant number of participants, 40 (65.6%), 

answered that they agreed or strongly agreed that their project was successful regarding 

product quality. The many positive outcomes regarding product quality are significant, 

considering that only 19.7% reported unsuccessful outcomes. Conoscenti et al. (2019) 

found that 56% of respondents reported that product quality was achieved and the 

software development project was successful. 
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Table 6 

Software Development Project Success – Product Quality 

 Frequency Percent Valid 

Percent 

Cumulative 

Percent 

Very Unsuccessful 0 - - - 

Unsuccessful 7 11.5 11.5 11.5 

Somewhat Unsuccessful 5 8.2 8.2 19.7 

Neither Successful nor Unsuccessful 0 - - - 

Somewhat Successful 9 14.8 14.8 34.4 

Successful 28 45.9 45.9 80.3 

Very Successful 12 19.7 19.7 100.0 

Total 61 100.0 100.0  

 

The analysis of project success concerning the product meeting the scope of 

requirements revealed that 12 (19.7%) disagreed on some level that the project was 

unsuccessful, as per Table 7. Conversely, 49 (80.3%) agreed that the project was 

determined to be successful in meeting or exceeding the project’s requirements and 

scope. The analysis suggests that most agile software development projects successfully 

meet or exceed project requirements. 
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Table 7 

Software Development Project Success – Requirements Scope 

 Frequency Percent Valid 

Percent 

Cumulative 

Percent 

Very Unsuccessful 1 1.6 1.6 1.6 

Unsuccessful 9 14.8 14.8 16.4 

Somewhat Unsuccessful 2 3.3 3.3 19.7 

Neither Successful nor Unsuccessful 0 - - - 

Somewhat Successful 11 18.0 18.0 37.7 

Successful 28 45.9 45.9 83.6 

Very Successful 10 16.4 16.4 100.0 

Total 61 100.0 100.0  

 

Descriptive statistics for the software development project success regarding the 

project timeline are provided in Table 8. The analysis revealed that 15 (24.6%) disagreed 

that the software development project was unsuccessful in meeting the project timeline 

constraints. The results also suggest that most (73.8%) projects successfully met timeline 

constraints. In addition, there is a disparity between prior research and the results. 

Garousi et al. (2019) found that 45% of their respondents met or exceeded timeline 

constraints in successful projects. Similarly, Govil and Sharma (2022) found that 42% 

met or exceeded timeline constraints in successful agile software development projects. 
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Table 8 

Software Development Project Success – Project Timeline 

 Frequency Percent Valid 

Percent 

Cumulative 

Percent 

Very Unsuccessful 4 6.6 6.6 6.6 

Unsuccessful 6 9.8 9.8 16.4 

Somewhat Unsuccessful 5 8.2 8.2 24.6 

Neither Successful or Unsuccessful 1 1.6 1.6 26.2 

Somewhat Successful 12 19.7 19.7 45.9 

Successful 26 42.6 42.6 88.5 

Very Successful 7 11.5 11.5 100.0 

Total 61 100.0 100.0  

 

Descriptive statistics for the success of the software development project relating 

to the project budget are provided in Table 9. The analysis revealed that a small number 

of 12 (19.7%) disagreed that the agile software development project successfully adhered 

to budget constraints. Conversely, 47 (77.1%) respondents agreed that their software 

development project successfully met or exceeded budgetary constraints.  
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Table 9 

Software Development Project Success – Project Budget 

 Frequency Percent Valid 

Percent 

Cumulative 

Percent 

Very Unsuccessful 2 3.3 3.3 3.3 

Unsuccessful 5 8.2 8.2 11.5 

Somewhat Unsuccessful 5 8.2 8.2 19.7 

Neither Successful or Unsuccessful 2 3.3 3.3 23.0 

Somewhat Successful 12 19.7 19.7 42.6 

Successful 26 42.6 42.6 85.2 

Very Successful 9 14.8 14.8 100.0 

Total 61 100.0 100.0  

 

Regression Analysis 

This section details the relationships between software development team size, 

team experience, level of effort estimation accuracy, and agile software project success. 

The multiple regression analysis considered linearity, normality, multi-collinearity, and 

homoscedasticity. I performed a multiple linear regression analysis to produce an 

equation that can be used to predict the PSR from SDTS, SDTE, and LEEA. The 

independent variables X1, X2, and X3 (predictors) were used to predict the outcome of the 

dependent variable Y: Y= β0 + β1X1 + β2X2 + β3X3 + e. Where β0, β1, β2, and β3 are the 

respective independent variable coefficients. The analysis also provided insight into the 

impact the three independent variables have on agile software development project 

success regarding product quality, timeline, budget, and requirement scope.  

 Multiple regression can be used to analyze and assess the effects of a variable. In 

total, four variables are considered. Three variables are independent (Critical Success 
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Factors) and one dependent variable which is a composite of four measures of success 

(Agile Software Project Success). I conducted a statistical test to test the hypothesis that 

there is no significant relationship between Software Development Team Size, Software 

Development Team Experience, Level of Effort Estimation Accuracy, and Project 

Success. 

Tests of Assumptions 

Assumptions of multicollinearity, outliers, normality, linearity, homoscedasticity, 

and independence of residuals were evaluated. I used statistical tests to evaluate 

assumptions of multicollinearity, outliers, normality, linearity, homoscedasticity, and 

independence of residuals. Tests include an analysis of bivariate correlations, a 

scatterplot of standardized residuals, and a normal probability plot. A careful evaluation 

of these tests shows no major violation of these assumptions. 

I reviewed Pearson correlation coefficients among the predictor variables to 

evaluate multicollinearity. Bivariate correlations were not significant. Thus, there are no 

violations of the assumption of multicollinearity (see Table 10). 
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Table 10 

Correlation Coefficients Among Study Variables 

Variable PSR SDTE LEEA SDTS 

PSR 1.000 .084 .180 -.255 

SDTE .084 1.000 -.068 .110 

LEEA .180 -.068 1.000 -.159 

  SDTS -.255 .110 -.159 1.000 

 

 I used a normal probability plot (P-P) of regression standardized residuals and a 

scatterplot of standardized residuals to determine if assumptions involving normality, 

linearity, outliers, independence of residuals, and homoscedasticity have been violated. 

Assumptions of normality and linearity were not significantly violated (see Figure 3). A 

review and examination of standardized residuals (see Figure 4) shows no specific pattern 

regarding data points. Thus, data assumptions were not significantly violated. 

Figure 3 

Normal P-P of Regression Standardized Residuals 
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Figure 4 

Scatterplot of the Standardized Residuals 

 
 

Independence 

 The sample used in the analysis is obtained by utilizing a random sampling 

technique, and independence of observations can be assumed. 

Outliers 

 Casewise diagnostics did not return any case with a standardized residual higher 

than ±3, which indicates an absence of extreme values. 

Linearity 

 A scatter matrix, as seen below in Figure 5, reveals there is not a strong linear 

relationship between the three independent variables, and the dependent variable. 

Therefore, the assumption is not adequately met. 
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Figure 5 

Scatter matrix of variables 

 
Multicollinearity 

 The variance inflation factor for all three variables is within the acceptable range 

of less than five (SDTE = 1.015, SDTS = 1.036, LEEA = 1.029). 

Confidence Intervals 

 The lack of perfect alignment in the P-P of regression standardized residuals 

indicates the residual variance of homoscedasticity. I used a bootstrapping technique to 

mitigate this violation. The technique I used involved 2,000 resampling and a 95% 

confidence interval. The bootstrap results for the coefficients were used to confirm the 
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regression model (see Appendix D). Bootstrapped confidence intervals for the mean (M) 

of variables are shown in Table 11. 

Table 11 

Bootstrapped Confidence Intervals for Study Variables 

Variable M SD N Bootstrapped 

95% CI (M) 

PSR 20.62 6.126 61 [10.03, 38.47] 

SDTE 5.30 1.383 61 [-0.586, 1.73] 

LEEA 5.20 1.339 61 [-0.593, 1.90] 

  SDTS 6.02 .957 61 [-3.76, -.004] 

 

Inferential Results 

 A standard multiple linear regression with α = .05 (two-tailed) was used to 

examine the relationship between software development team size, experience, level of 

effort estimation accuracy, and project success. The independent variables were SDTS, 

SDTE, and LEEA. The dependent variable was PSR, measuring the outcome of agile 

software development projects. The null hypothesis was that there is no significant 

relationship between software development team size, experience, level of effort 

estimation accuracy, and agile software development project outcome. The alternative 

hypothesis is that there is a significant relationship between software development team 

size, experience, level of effort estimation accuracy, and agile software development 

projects’ outcomes. Based on the analysis of data assumptions, no serious violations of 

the assumptions of outliers, normality, multicollinearity, homoscedasticity, and 

independence of residuals were present (see Tests of Assumptions). 
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The regression model produced the equation representing agile software 

development project success: F(3, 57) = 2.093, p = 0.111, R2 = 0.099. The R2 (0.099) 

value indicated that approximately 9% of variations in agile software development 

project success are accounted for by the linear combination of the predictor variables 

(SDTE, SDTS, LEEA), see Tables 12 and 13. The coefficient analysis results show that 

all three predictor variables have a p-value greater than 0.05 (see Table 14). This 

indicates that all three independent variables (SDTS, SDTE, and LEEA) have no 

significance in predicting the success of agile software development projects. The final 

predictive equation was PSR = 23.63 + 0.537(SDTE) + 0.683(LEEA) – 1.563(SDTS). 

Table 12 

Regression Model Summary 

Model R R Square Adjusted R 

Square 

Std. Error of the 

Estimate 

1 .315a .099 .052 5.965 

 

Table 13 

Regression ANOVA output 

Model Sum of 

Squares 

Df Mean 

Square 

F Sig. 

Regression 223.534 3 74.511 2.093 .111b 

Residual 2028.794 57 35.593 35.593  

Total 2252.328 60    

 

SDTE 

 The positive B value (.537) for SDTE indicates that software development team 

experience was a significant predictor of PSR. This means that for every 1-point increase 
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in SDTE, there was an approximate increase of .537 in PSR. This also indicates that PSR 

increases as SDTE increases. 

LEEA 

 The positive B value (.683) for LEEA indicates that the software development 

team's level of effort estimation accuracy was a significant predictor of PSR. This means 

that for every 1-point increase in LEEA, there was an approximate increase of .683 in 

PSR. This also indicates that PSR increases as LEEA increases. 

SDTS 

 The negative B value (-1.563) for SDTS indicates that software development team 

size was a significant predictor of PSR. This means that for every 1-point increase in 

SDTS, there was an approximate decrease of 1.536 in PSR. This also indicates that PSR 

decreases as SDTS increases. 

Table 14 

Regression Coefficients output 

Model Unstandardized 

Coefficients 

Standardized 

Coefficients 

t Sig. 95.0% Confidence 

Interval for B 

 B Std. Error Beta   Lower 

Bound 

Upper 

Bound 

(Constant) 23.639 6.739  3.508 <.001 10.144 37.134 

SDTE .537 .561 .121 .956 .343 -.587 1.660 

LEEA .683 .583 .149 1.171 .247 -.485 1.851 

SDTS -1.563 .819 -.244 - .061 -3.204 0.77 

    1.909    
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Analysis Summary 

 Data collection procedures were discussed, and the results obtained from the 

survey were presented using descriptive statistics and multiple regression analysis. The 

data was a representation of agile software development project managers from IT 

organizations located in Texas. The survey data included factors related to the failure and 

success of agile software development projects. The collected data was analyzed based 

on answers provided by the respondents to answer the research question. 

 The research question (RQ) was to identify if a relationship exists between agile 

software development project success rates and software development team experience, 

team size, and level of effort estimation accuracy. The answers provided to questions 21, 

41, 44, and 48-51 were considered. The answers provided by the respondents confirmed 

that characteristics of the agile software development team contribute to the success of 

development projects. The results supported the assertion that software development 

team composition directly impacts the success of a software development project. 

Multiple linear regression analysis was conducted to test the possibility of 

predicting project success. The independent variable variables are the Critical Success 

Factors of agile software development projects. The F-statistics indicated that the linear 

model fits well. Using this model, I demonstrated that the linear combination of the three 

predictor variables does not have a significant predictive power over the dependent 

variable. Therefore, the p-value was greater than 0.05% and we fail to reject the null 

hypothesis: there is no significant relationship between software development team size, 
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experience, level of effort estimation accuracy, and software development project success 

rates.   

Applications to Professional Practice 

 IT professionals and software development project managers can leverage the 

findings of this study to understand how complementarity and other factors can drive 

project success rates. Each software development project is different; therefore, each 

team may differ. The findings of this study can be used to aid project managers in 

comprising the right team members to produce the best results. Software development 

teams often comprise members with varying experience levels and expertise. 

Specifically, software developers have varying degrees of understanding regarding the 

effort required to perform a given task. 

In addition, the findings of this survey can help identify the correct composition 

of team members by accounting for team member’s level of experience and the number 

of available developers to give agile software development projects a greater chance of 

success. The findings suggest that software development team size is a critical factor in 

the success of a software development project. This statistic can benefit IT professionals 

and software development project managers by suggesting that smaller teams are more 

successful. Ultimately, the project's stakeholders benefit from a well-formed and 

balanced software development team. The right combination of team members and 

accurate effort estimations can produce successful projects that meet or exceed budgetary 

and timeline constraints while delivering a quality product. 
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Implications for Social Change 

 Many factors can affect the outcome of an agile software development project. In 

addition, there are several implications for social change within software development 

and project management. Leveraging this study, project managers could learn the optimal 

team composition. Organizations may consider restructuring teams to be smaller and 

more agile, leading to more efficient resource allocation and better collaboration among 

team members. 

 In addition, project managers can leverage this study to understand the correlation 

between team experience and agile software development project success. Organizations 

may prioritize investing in training and development programs to enhance the skills and 

expertise of their software development teams. This could lead to higher-quality work, 

improved productivity, and excellent project success rates. Project managers may also 

use the study to identify a correlation between level of effort estimation accuracy and 

software development project success. Organizations could focus on improving 

estimation techniques and investing in tools or training to support more accurate 

estimation practices, thus leading to better project planning, budgeting, and resource 

allocation. 

 After viewing this study, organizations may encourage more collaboration and 

knowledge sharing among team members. This could involve creating opportunities for 

mentorship, fostering a culture of continuous learning, and promoting interdisciplinary 

collaboration within software development teams. By leveraging the collective expertise 

of team members, organizations can improve project outcomes and foster innovation. 
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This study may also enhance project management practices by accommodating smaller, 

more experienced teams and prioritizing activities that improve the level of effort 

estimation accuracy. This could lead to more effective project management, reduced 

risks, and increased stakeholder satisfaction. 

Recommendations for Action 

 For organizations to have higher agile software development project success rates, 

project managers should pay close attention to the fitness of software development team 

members and the team's overall composition. Project managers can measure an 

individual's development experience, experience working in a team environment, and 

estimation accuracy. Then, project managers can evaluate the team member's capabilities 

and project requirements to ensure the best fit possible. A best-fit scenario is essential to 

form a balance so the team has the resources and expertise to accomplish the project's 

goals effectively. 

 Organizations and project managers can offer opportunities for continuous 

learning, skill enhancement, and professional development to improve the expertise and 

effectiveness of software development teams. This investment can lead to higher-quality 

work, increased productivity, increased stakeholder satisfaction, and greater project 

success. In addition, organizations should promote training on improving effort 

estimation techniques. This may include training and using historical data on past 

projects to inform estimates and implementation of tools or software to support more 

accurate estimates. 
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Although positive, the effect of team expertise on agile software development 

success was not statistically significant in this study. However, it would benefit 

organizations to foster a culture of collaboration, communication, and interdisciplinary 

teamwork within software development teams. This will provide mentorship, peer 

learning, and cross-functional collaboration opportunities to enhance problem-solving, 

innovation, and team performance. 

Recommendations for Further Study 

In this study, I considered only the project managers’ perspective since the 

purpose was to aid IT leaders and project management in making more informed 

decisions regarding software development team composition. Given the lack of 

confirmatory statistical significance for two of the predictor variables, a research 

opportunity for further research is capturing software developer’s viewpoints regarding 

their assessment of project management involvement.  Additional research capturing the 

software developer’s perspective would help to corroborate or challenge the results 

presented in this study.  

 In this study, I focused on software development team factors such as team 

experience and size and their effects on software development project success. I also 

considered the accuracy of effort estimation and its impact on software development 

project success. However, several other factors, software development team-related, and 

otherwise, affect agile software development project outcomes. Some of these include the 

impact of stakeholder involvement and influence in decision-making and the overall 

satisfaction of the stakeholder compared to budgetary and timeline constraints. The 
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impact of team member turnover within a development cycle may also be considered. 

Additional research can be done to quantify some of these additional factors and build a 

complete model for optimal software development team composition. 

 The results of this study suggest that out of the three independent variables, more 

experienced team members are more likely to have successful project outcomes. 

Additional research could be done to quantify what the optimal team experience 

threshold would be for the maximum agile software development project success rate. 

 This study used a relatively small population due to time and resource limitations. 

This sample satisfied the requirements for minimal statistical power; however, a larger 

sample and greater participation by more software development project managers would 

lead to more substantial statistical results and greater result confidence. 

Reflections 

 Over the past 3 years, I have studied various factors affecting the success of an 

agile software development project. Having spent the better part of my career on the 

software developer side of development projects, I have witnessed many project 

managers experience less than satisfactory results from development teams. I believed 

project managers would reap better results if they understood and could quantify the 

synergy between team members' capabilities and project requirements. I sought to further 

the research by Chow and Cao (2008) by quantifying specific characteristics of agile 

software development projects and applying them through the lens of project 

management. Additionally, I sought to quantify the effect of other software development 

factors, such as the organization's acceptance of the agile methodology. I hoped for 



100 

 

stronger correlations and statistical significance for the agile software development 

project success predictors. However, my main hypothesis was supported by the findings 

of this study. I realize that many factors must be considered when quantifying and 

predicting the outcome of an agile software development project. Ultimately, I am 

satisfied that I can contribute to the industry and body of knowledge. 

Summary and Study Conclusions 

Software development projects are often delivered late, and costs exceed 

budgetary limitations by 35% due to complexities of various technical and social factors 

(Kula et al., 2022; Saeeda et al., 2020). Considering the significant resources 

organizations commit to software development projects, it would benefit IT and 

organizational leadership to strongly consider the relationship between software 

development team composition and project requirements to improve the return on 

investment and increase project success rates. 
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Appendix A: Research Participation Request 

A study on how software development team size, team experience, and level of effort 

estimation accuracy affects agile software development project outcomes. 

 

Hello John Doe, 

I am a doctoral student in Information Technology at Walden University, and I am 
requesting your participation in an anonymous online survey to complete my study. If 

you had a role in software development projects using the agile methodology, I ask that 
you participate. The survey has 40 questions and will take about 20 minutes to complete. 

 
I am seeking about 100 participants, and will share my findings in the LinkedIn group 
Program Manager, Senior Project Manager IT - Worldwide once my study is complete. I 

have attached the consent form for your reference. Please click on the SurveyMonkey 
link below to participate: 

 

Survey link: 

Thank you for your consideration! 

  

https://www.linkedin.com/groups/4229156?lipi=urn%3Ali%3Apage%3Ad_flagship3_search_srp_groups%3BhgA%2BQzszTQeAK0pr%2B0slIw%3D%3D
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Appendix B: Structure of the Survey Instrument 

Variable Item Question 

Software Development Team Experience 

 SDTE1 The selected project team members had 

high technical competence and expertise 
(problem-solving, programming, subject 

matter). 

 SDTE2 Project team members had great motivation 
and were committed to the project’s 
success. 

 SDTE3 Project team was knowledgeable in agile 
principles and processes. 

 SDTE5 The project team worked in a coherent, self-
organizing teamwork manner, i.e., relying 

on the collective ability of an autonomous 
team to solve problems and adapt to 

changing conditions 

 SDTE6 The project team had a good mixture of 
non-experienced (less than 5 years) 
developers and more senior (5 years or 

more) developers. 

Software Development Team Size 

 SDTS1 The development team size was adequate 
for the project. 

 SDTS2 Increasing the development team size would 

have improved output quality. 

 SDTS3 Increasing the development team size would 
improve the level of effort estimation 

accuracy. 

 SDTS4 The project had a small team size (3 to 20 
members). 

 SDTS5 The project had no multiple independent 

teams working together. 

Level of effort estimation accuracy 

 LEEA1 The project imposed a well-defined coding 
standard up front. 

 LEEA2 The project pursued simple design, e.g., 

programmers used the most straightforward 
possible design for each module to avoid 
waste and to facilitate cooperative work. 

 LEEA3 The project pursued vigorous refactoring 

activities to ensure the results are optimal 
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and to accommodate well all changes in 

requirements. 

 LEEA4 The project delivered working software 
regularly within short periods. 

 LEEA5 The project team’s level of effort estimation 

per iteration was appropriate. 

 LEEA6 The project team’s level of effort estimation 
was accurate. 

Perception of Success of the Agile project 

 PSAP1 The project was successful in terms of the 

quality of the project outcome or of the 
resulting software product. 

 PSAP2 The project was successful in terms of 

scope and requirements of the project being 
met. 

 PSAP3 The project was successful in terms of 

timeliness of project completion. 

 PSAP4 The project was successful in terms of costs 
and efforts being under budget or within 
estimates. 
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Appendix C: Permission to Reuse Survey Instrument 
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Appendix D: SPSS Output 

 

Model Summaryb 
Mode

l R 

R 

Square 

Adjusted R 

Square 

Std. Error of 

the Estimate 

1 .315a .099 .052 5.96598 

a. Predictors: (Constant), SDTS, SDTS, LEEA 

b. Dependent Variable: PSR 

 
 

ANOVAa 

Model 

Sum of 

Squares df 

Mean 

Square F Sig. 

1 Regression 223.534 3 74.511 2.093 .111b 

Residual 2028.794 57 35.593   

Total 2252.328 60    

a. Dependent Variable: PSR 

b. Predictors: (Constant), SDTS, SDTE, LEEA 

 
 

Coefficientsa 

Model 

Unstandardized 

Coefficients 

Standard

ized 

Coefficie

nts 

t Sig. 

95.0% 

Confidence 

Interval for B 

B 

Std. 

Error Beta 

Lower 

Bound 

Upper 

Bound 

1 (Constant) 23.639 6.739 
 

3.508 <.00

1 

10.144 37.134 

SDTE .537 .561 .121 .956 .343 -.587 1.660 

LEEA .683 .583 .149 1.171 .247 -.485 1.851 

SDTS -1.563 .819 -.244 -1.909 .061 -3.204 .077 

a. Dependent Variable: PSR 
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Bootstrap for Coefficients 

Model B 

Bootstrapa 

Bias 

Std. 

Error 

Sig. (2-

tailed) 

BCa 95% Confidence 

Interval 

Lower Upper 

1 (Constan

t) 

23.639 .426 7.316 .002 10.751 39.624 

SDTE .537 .057 .581 .364 -.673 1.918 

LEEA .683 -.013 .624 .286 -.646 1.934 

SDTS -1.563 -.101 .939 .093 -3.537 -.156 

a. Unless otherwise noted, bootstrap results are based on 2000 bootstrap samples 
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