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Abstract 

The specific research problem was that it is unknown whether computer self-efficacy and 

usability determine technical readiness in hourly and exempt information technology 

support employees in the United States. The purpose of this correlational study was to 

examine the relationship between computer self-efficacy and technical readiness, 

usability and technical readiness, and computer self-efficacy, usability, and technical 

readiness in hourly and exempt information technology support employees in the United 

States. Sociotechnical system theory suggests that every transaction has a human and 

technical aspect; thus, the theoretical framework. The convenience sample included 136 

information technology support employees aged 18-70. The regression results indicated 

computer skills and usability at 20.2% of the variance and significant predictors of 

technical readiness, (F (1,134) = 11.96, p < .001, R2 = .082) and (F (2,133) = 16.83, p < 

.001, R2 = .202). When employees showed a higher level of computer skills, there was a 

correlation with a higher usability score. The dashboard management (p = 45), a predictor 

for computer self-efficacy, showed a negative correlation and increased the weights in the 

total Technical Readiness Index. The results show that employers, schools, and 

organizations can better plan for software implementations by identifying ways to 

promote computer self-efficacy and usability to increase technical readiness. The 

implications for positive social change may occur when hourly and exempt information 

technology support employees take a more active role in using computers, familiarizing 

themselves with the software, and providing feedback to influence their technical 

readiness, thereby leading to economic growth and sustainability in the United States.  
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Chapter 1: Introduction to the Study  

There is importance in understanding how human-computer interaction impacts 

software implementation for overall success (Moore, 2018). Self-efficacy, usability, or 

technical readiness and job performance have been studied rigorously. For example, 

researchers have focused on individual job performance and self-efficacy (Carter et al., 

2018; DeClercq et al., 2018; Miragila et al., 2017); individual job performance and 

usability (Kim et al., 2019; Mazur et al., 2019); individual technical readiness 

(Coopasami et al., 2017; Petrov et al., 2017), or information technology design and 

usability (Carayon & Hoonakker, 2019; Staggers et al., 2018). However, there is little or 

no literature on how computer self-efficacy and usability determine technical readiness in 

hourly and exempt information technology support employees in the United States 

(Bakirtas, 2017; Sumuer, 2018; Yuniarto et al., 2019). Positive social change can come 

from employers understanding how employees can engage with technology to improve 

their job satisfaction and, thus, performance (Mardis et al., 2018).  

This chapter will discuss the background of technology and human-computer 

interaction. The problem statement will explain what was studied. The nature of the 

study, significance, research questions and hypotheses are also discussed. Additionally, 

the theoretical framework explains how computer self-efficacy, the human aspect, and 

usability, the technical aspect, of the interaction guided the independent variables and 

dependent variable. The definitions or terms provide a basic level of knowledge of the 

terminology used in the study. Finally, the assumptions, scope, and limitations will be 

helpful when determining gaps in the literature for future studies.  
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Background to the Study 

Employees can increase their skills by engaging with technology. Nevertheless, 

there can be a certain level of anxiety or lack of motivation to engage based on previous 

experience. As employees can engage at their own pace and relax, their readiness level 

improves (Agerfalk et al., 2020; Carroll & Conboy, 2020). The Background to the Study 

section shows how sociotechnical systems theory sets the framework for the human and 

technical aspects of the study. 

Future of Technology 

The coronavirus disease (COVID-19) pandemic has impacted organizations and 

individuals. Information technology plays a central role in many, if not all, aspects of the 

COVID-19 pandemic (Agerfalk et al., 2020; Pazzanese, 2021; The Emerging Future, 

2020). Many organizations have moved from a physical office to working remotely. An 

increase of 35% of workers moved to remote work from March to May 2020 

(Brynjolfsson et al., 2020). A critical part of the transition to remote work is 

collaboration. However, collaboration tools require technical readiness (Carroll & 

Conboy, 2020; Jirotka et al., 2013; Manyika, 2017; Venkatesh, 2020). Several factors can 

also impact collaboration, including initiating communication, frequency of 

communication, the likelihood of chance encounters, and lack of community-shared 

knowledge (Kraut et al., 2002). Remote work can also cause social isolation, decrease an 

individual’s self-efficacy (Dery & Hafermalz, 2016), and affect performance and well-

being (Collins et al., 2016; Hickman, 2019; Marshall et al., 2007). Environmental 

surroundings, such as the office space and other aesthetics in an office, can influence the 
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performance of a remote worker, and the physical and mental aspects of remotely 

working may help or hinder a remote worker’s performance (Choi, 2018). 

Implementation success depends on three factors: (a) employee adoption, (b) 

employee expectations, and (c) management compliance. If management allows staff to 

fall back to old ways of sharing information, it will reduce the level of adoption and slow 

progress and consistency. As implementation happens, employees need to know what the 

system can and cannot do. Setting employee expectations leads to increased user 

satisfaction. Management’s compliance with the standards allows user familiarity and 

quick visual browsing (Kim et al., 2017).  

In addition to changes to employees’ work, artificial intelligence and automation 

can lead to cost savings. Pre-COVID, 27% of projects ran over budget (PMI, 2017), and 

38% of companies felt the greatest barrier to success is confusion about team roles and 

responsibilities (Miller, 2021). Projects allocate 70% of the budget to fixed software costs 

and 30% to budget time, material, and training (Aston, 2019). Robotic process 

automation is computer software that organizations configure to capture and interpret 

existing business processes, such as customer support. Once the robot software gets an 

understanding of these tasks, it can take over running them at a far quicker and more 

accurate pace. Robotic process automation can deliver a return on investment between 

30% and 200% and that is just in the first few years. Over half (55%) of organizations 

already deploy robotic process automation to some extent, although only 6% report it as 

common use (PegaSystems and Marketforce, 2018). Automation can assist with tasks 

within the ServiceNow software. Further, ITIL4 is a flexible platform to integrate various 
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frameworks, applications, and approaches into information technology service 

management (THEIRM). ITIL4 has the following four dimensions: (a) organizations and 

people, (b) information and technology, (c) partners and suppliers, and (d) value streams 

and processes. It represents a service value system, which facilitates value creation. 

Service value system has five elements: (a) guiding principles, (b) governance, (c) service 

value chain, (d) continual improvement, and (e) practices (Berger et al., 2020). 

Human-Computer Interaction 

It is predicted that the more people use computers in their daily lives, the more 

people will face difficulties with computers (Anderson & Rainie, 2018; Beckers & 

Schmidt, 2001). Households have evolved from socializing computers in 1984 to using 

computers in their everyday life in 2016. In the mid-1980s, 8% of households owned a 

computer, and in 2016, 89% of households used computers for things from banking to 

health care (Ryan & Lewis, 2017).  

Self-Efficacy 

Computer self-efficacy has evolved from 1977-2003 (Binyamin et al., 2018; 

Chuttur, 2009). Self-efficacy is an individual’s confidence in their ability to perform a 

task (Kinzie et al., 1994). Within this context, computer self-efficacy refers to confidence 

in the ability to use technology (Compeau & Higgins, 1995). Computer self-efficacy has 

been positively related to performance during computer training (Webster & Martocchio, 

1992). Other research has indicated that the less confident a student feels about computer 

skills, the more they desire to learn about computer technology (Zhang & Espinoza, 
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1998). Now, computer self-efficacy determines the retention rates for e-learning 

programs (Hayashi et al., 2004). 

Usability 

Computer usability of an application has moved from a concern with features of 

an interface to addressing aspects of interaction expressed in terms of human action. 

Though multiple definitions still exist, the nearest to an agreed-upon standard is ISO-

942.1 which defines usability as the effectiveness, efficiency, and satisfaction with which 

specified users can achieve specified goals in particular environments. The processes, 

outcome, and affect approach emphasizes three key issues: (a) what the user does, (b) 

what the user attains, and (c) how the user feels (Dillon, 2001).  

Problem Statement 

As companies move toward a more technical, remote workplace, it is important to 

understand what influences successful software implementation. The software allows 

employees to work remotely using one central phone system and enterprise system, 

which minimizes disruption in operations. The social problem is that individuals with 

lower computer self-efficacy or usability scores can be hesitant to use technology 

(Awofala et al., 2019). Researchers conducted studies on computer self-efficacy and job 

performance, usability and employee satisfaction, and beliefs for technical readiness 

(Carter et al., 2018; Chen, 2017; Kortum & Peres, 2014). However, a gap in the research 

literature exists on how computer self-efficacy and usability determine technical 

readiness in hourly and exempt information technology support employees in the United 

States (Bakirtas, 2017; Sumuer, 2018; Yuniarto et al., 2019). The specific research 
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problem was that it is unknown whether computer self-efficacy and usability determine 

technical readiness in hourly and exempt information technology support employees in 

the United States. Employees have different exposure to technology and varied levels of 

confidence in learning it, influencing whether they will use the software effectively, if at 

all (Rainie & Anderson, 2017). The success of the software implementation includes the 

human aspect (Gorman, 2011). Positive social change can come from employers 

understanding what determines an employee’s technical readiness to improve their job 

satisfaction and, thus, performance (Mardis et al., 2018). By determining how an 

individual’s level of computer self-efficacy and software usability impact technical 

readiness, results can be applied to training and development or project management 

plans. 

Purpose of the Study 

The purpose of this correlational study was to examine how computer self-

efficacy and usability determine technical readiness in hourly and exempt information 

technology support employees in the United States. A questionnaire was used to collect 

data on the computer self-efficacy scale, usability, and technical readiness index. The 

results can lead to positive social change by improving accessibility, increasing computer 

skills, and helping economic growth. 

Research Questions and Hypotheses 

RQ 1: What is the relationship between computer self-efficacy and technical 

readiness in hourly and exempt information technology support employees in the United 

States? 
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H01: There is no relationship between computer self-efficacy and technical 

readiness in hourly and exempt information technology support employees in the United 

States. 

Ha1: There is a relationship between computer self-efficacy and technical 

readiness in hourly and exempt information technology support employees in the United 

States. 

RQ 2: What is the relationship between usability and technical readiness in hourly 

and exempt information technology support employees in the United States? 

H02: There is no relationship between usability and technical readiness in hourly 

and exempt information technology support employees in the United States. 

Ha2: There is a relationship between usability and technical readiness in hourly 

and exempt information technology support employees in the United States. 

RQ 3: What is the relationship of computer self-efficacy, usability, and technical 

readiness between hourly and exempt information technology support employees in the 

United States?  

H03: There is no relationship of computer self-efficacy, usability, and technical 

readiness between hourly and exempt information technology support employees in the 

United States. 

Ha3: There is a relationship of computer self-efficacy, usability, and technical 

readiness between hourly and exempt information technology support employees in the 

United States. 
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Theoretical Framework 

Sociotechnical systems theory provided the framework for the study, using 

computer self-efficacy as the independent variable for the human aspect and usability as 

the independent variable for the technical aspect (Carter et al., 2018). Self-efficacy refers 

to an individual’s belief in their capacity to execute behaviors necessary to produce 

specific performance attainments (Bandura, 1997), and usability is a measure of a product 

that has been used in a specific scenario by specific users, which can achieve the specific 

goal in a satisfied and effective degree. First, usability is not only related to the interface 

design but is also involved in the technical level of the entire system. Second, usability is 

reflected by human factors and evaluated by operating a variety of tasks. Third, usability 

is to describe how a user can interact effectively with a product and how easily a product 

can be operated (Agnisarman et al., 2017).  

Several theories align with this study around technology. The theory of reasoned 

action evolved into the technology acceptance model. It has three theories: (a) technology 

acceptance model, (b) technology acceptance model 2, and (c) technology acceptance 

model 3 that encompass multiple acceptance measures. Ease of use and usefulness are the 

two measures of the technology acceptance model. Technology acceptance model 2 uses 

six measures of technology acceptance. They focus more on the relevance to the person’s 

willingness and outputs (Venkatesh & Davis, 2000). Technology acceptance model 3 is 

the most comprehensive measure and looks at four different types of determinants of 

perceived usefulness and perceived ease of use. There are individual differences, system 

characteristics, social influence, and facilitating conditions (Venkatesh & Davis, 2000). 
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Eight prominent models (theory of reasoned action, technology acceptance model, 

motivational model, theory of planned behavior, combined technology acceptance model-

theory of planned behavior, personal computer utilization, innovation diffusion theory, 

and social cognitive theory) were brought together in the unified theory of acceptance 

and use of technology to explain human behavior and subsequent usage behavior 

(Venkatesh et al., 2003). 

Nature of the Study 

The nature of the study was quantitative analysis from a sociotechnical system 

view. Thus, two independent variables were used—one for the technical aspect, usability, 

and one for the human aspect, self-efficacy. The dependent variable was technical 

readiness. The covariates were gender, race, age, computer skill level, education, 

department, length of service, and length of time using ServiceNow. A correlational 

approach was used to test the strength of the relationship between variables. A one-way 

ordinal regression was used since the dependent variable, and two independent variables 

are ordinal. The observations between groups are not repeated. Once observed, 

insignificant variables are eliminated, and the model is checked to make sure assumptions 

are the best fit (Franco & Carrier, 2020). 

Participants were employees of a United States-based information technology 

company that supports both commercial and government agencies. The employees were 

within the technology division, primarily the service desk, deskside support, and 

ServiceNow developers and support teams. The employees were hourly and exempt. The 

participants received an email via Microsoft Outlook with the SurveyMonkey link. This 



10 

 

link contained the survey instrument, the confidentiality statement, and the informed 

consent. Once participants electronically signed the informed consent, they were routed 

to the survey instrument. Confidentiality and security of data were achieved by 

employing Survey Monkey’s exhaustive and inclusive security protocols.  

Three separate instruments were used to construct the survey tool for this study. 

The instruments are the Computer Self-efficacy Scale for Adults by James Brown (2008), 

the Computer System Usability Questionnaire by Lewis (1995), and the Technical 

Readiness Index 2.0 by Parasuraman and Colby (2015). I obtained permission to use or 

modify these instruments before conducting the study (see Appendices C, D, and E). The 

three instruments were necessary to conduct a multiple regression analysis to determine 

the correlation between this study’s independent and dependent variables. 

Definitions  

In order to ensure uniformity and clarity and to avoid misinterpretation, the 

following terms are defined. 

Computer self-efficacy: A judgment of one’s capability to use a computer 

(Compeau & Higgins, 1995). 

Computer usability: The degree to which a software can be used by specified 

consumers to achieve quantified objectives with effectiveness, efficiency, and satisfaction 

in a quantified context of use (Smith, 2011). 

Information technology inter library (ITIL): A library (collection) of rules or 

framework which is applicable to manage IT processes (Kahlout, 2017; Nechyporenko, 

2015). 
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Information technology service management (ITSM): Common service model for 

activities-directed by policies, organized and structured in processes and supporting 

procedures-that are performed by an organization to design, plan, deliver, operate, and 

control IT services offered to customers (Kahlout, 2017; Nechyporenko, 2015). 

Robotic process automation (artificial intelligence): Computer software that 

organizations configure to capture and interpret existing business processes (Hofmann et 

al., 2020). 

Self-efficacy: Reflects confidence in the ability to exert control over one’s own 

motivation, behavior, and social environment (Bandura, 1977). 

ServiceNow: A company providing software as a service in a cloud-based 

platform or service portal for ITIL practices and ITSM (Kahlout, 2017; Nechyporenko, 

2015). 

Service portal: Portal is a term synonymous with gateway for a website that is or 

proposes to be a major starting site for users when they get connected to the web or that 

users tend to use as an anchor site (Kahlout, 2017; Nechyporenko, 2015). 

Technical readiness: Refers to the propensity of an individual to adopt and 

embrace innovative technology at home and at work (Parasuraman, 2000). 

Usability: A measure of how well a specific user in a specific context can use a 

product/design to achieve a defined goal effectively, efficiently, and satisfactorily 

(Theofanos, 2006).  
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Assumptions 

There was an assumption that people working in technical positions have 

technical acceptance and stay up to date on new products. This assumption was tested by 

determining the technical readiness index score. There was also an assumption that the 

longer a person is employed, the more skilled they are. This assumption was determined 

by the total computer self-efficacy score, usability score, and technical readiness score 

within the survey. I also assumed that each participant answered each question 

individually and honestly. This assumption was determined by the data analysis trends. 

Finally, there was an assumption that each variable has sufficient data to stand on their 

own, without combination of categories. 

Scope and Delimitations 

There is a plethora of literature on self-efficacy and job performance (DeClercq et 

al., 2018; Lu et al., 2016; Miragila et al., 2017); however, there is limited information 

about determinants of technical readiness. The purpose of this correlational study was to 

examine how computer self-efficacy and usability determine technical readiness in hourly 

and exempt information technology support employees in the United States. Participants 

were employees of a United States based information technology company that supports 

both commercial and government agencies. They were recruited through announcements 

on the intranet, common areas, and through corporate email accounts. The recruitment 

lasted 4 weeks and ended once 156 participants completed surveys. Each was requested 

to complete a survey with 18 questions, mostly via Likert scale. Since the questions are 



13 

 

closed-ended, there was a possibility of the halo effect specific to one implementation in 

one department in one company. 

Limitations 

The results of this study were based on responses of 156 participants. Even 

though the sample met the requirement of 136 respondents, the responses received may 

not necessarily reflect the actual situation among information technology support 

professionals. The data collection was anonymous and could not reflect the level of 

knowledge of the population. The first limitation was that the data were from one 

government information technology organization in the United States. Therefore, the 

results are generalizable to the population of information technology professionals in the 

United States only, and only the government sector. The second limitation was that 

demographics were specific categories (range of ages, level of education, skill level). For 

instance, the age range spans 10 years. Therefore, it categorized an 18-year-old the same 

as a 28-year-old. One was new to the workforce with little experience and the other could 

have education, work experience, and certifications. The third limitation was that direct 

cause and effect relationships among the variables were not examined in the study. The 

correlational study provided evidence of the existence of relationships only. The fourth 

limitation was the multiple-choice questionnaire. Once the data were provided, and 

additional questions existed, the ability to ask questions for open-ended narrative 

responses were not available for further research. 
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Significance of the Study 

The findings of this study deepen the current understanding of how computer self-

efficacy and usability determine technical readiness. It encourages company leaders to 

include user training and testing as part of the implementation plan. When employees can 

familiarize themselves with the software prior to rollout, it increases their confidence in 

using it efficiently and allows feedback to improve usability. 

Significance to Theory 

Sociotechnical systems theory approaches research with each interaction having a 

human (social) aspect and technical aspect (Baxter & Sommerville, 2011). Self-efficacy, 

usability, or technical readiness and job performance have been studied rigorously (Carter 

et al., 2018; Coopasami et al., 2017; DeClercq et al., 2018; Kim et al., 2019; Mazurek et 

al., 2017; Ogbebor-Kigho et al., 2017; Petrov et al., 2017; Staggers et al., 2018). Even 

though there is little or no literature on how computer self-efficacy and usability 

determine technical readiness in hourly and exempt information technology support 

employees in the United States (Bakirtas, 2017; Sumuer, 2018; Yuniarto et al., 2019). A 

large amount of literature focuses on organizational variables but little on impact on the 

individual basis (Kusluvan, 2003; Lai & Chen, 2012; Lan et al., 2002; Wood & Bandura, 

1989). This study adds to the context of sociotechnical systems theory by specifying self-

efficacy as the human aspect and usability as the technical aspect for technical readiness. 

With significant results, employers can apply computer self-efficacy and usability into 

software development implementation plans. Further, computer self-efficacy is positively 

related to learning performance and learning engagement (Chen, 2017). Employee 
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satisfaction and self-efficacy significantly increase an organization’s effectiveness, as 

hands-on training may enable employees to better implement software for a return on 

investment (Bandura, 2000; Fitzgerald & Schutte, 2010). 

Significance to Practice 

By determining significant correlations between self-efficacy, usability, and 

technical readiness, training and curriculum are impacted. Training should be developed 

based on variables and the demographic correlations (Bausch et al., 2014; Gist et al., 

1989; Tai, 2006), allowing employees of varied backgrounds to obtain the same 

competency level for new technology (Arora, 2018; Koskivaara & Somerkoski, 2020; 

Yalina, 2020). When employees are included in a test group, it increases their self-

efficacy and allows feedback for the usability of the program. As usability is evaluated, it 

minimizes risk and improves quality (Deraman & Salman, 2019; Lewis, 2019). Research 

has shown that professional development impacts self-efficacy, such as teachers teaching 

science, technology, engineering, math, and computing (Gardner et al., 2019; Rich et al., 

2017). Employees participating in testing groups have the same results with a positive 

view of their ability and the relevance to their job. 

Significance of Social Change 

This study addressed how computer self-efficacy and usability determine 

technical readiness. Computer self-efficacy and usability are determinants of technical 

readiness, there are several examples for positive social change. This evidence can be 

used to level the competency across gender and socioeconomic groups (Arora, 2018; 

Koskivaara & Somerkoski, 2020; Yalina, 2020). Organizations can obtain technical 



16 

 

grants for programs in their communities (Arias et al., 2017). Programs, such as I AM 

STEM, encourage Black girls to find an interest in science, technology, and engineering 

and mathematics through field trips and science experiments. This community-based 

opportunity introduces them to think broadly about their future success (King & Pringle, 

2019). Additional grants can be obtained by showing the increase in computer self-

efficacy increases technical readiness. A country’s ability to upgrade technology with a 

breadth of capability and access to the technology increases the level of knowledge and 

income (Radosevic & Yoruk, 2018). The more technically ready individuals are, the 

more opportunities for economic success (Koskivaara & Somerkoski, 2020; Yalina, 

2020). 

Summary and Transition 

In Chapter 1, the background for this study was established. With the workplace 

moving from the office to remote environments, software can provide the tools to be 

effective in a remote setting. Sixty percent of all occupations have at least 30% of 

activities that can be technically automatable (Manyika, 2017). Projects allocate 70% of 

the budget to fixed software cost and 30% to budget time, material, and training (Aston, 

2019). By examining how computer self-efficacy and usability determine technical 

readiness, findings add to the existing knowledge to improve employee satisfaction in the 

workplace. In Chapter 2, the literature review will show what is currently known and how 

this research study fills a gap for the future. 
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Chapter 2: Literature Review 

The specific problem is that it is unknown whether computer self-efficacy and 

usability determine technical readiness in hourly and exempt information technology 

support employees in the United States. Individuals who have lower computer self-

efficacy or usability scores can be hesitant in using technology (Awofala et al., 2019). 

But 60% of all occupations have at least 30% of activities that can be technically 

automatable that can help lower skilled workers produce more (Manyika, 2017). Self-

efficacy, usability, or technical readiness and job performance have been studied 

rigorously (Carter et al., 2018; Coopasami et al., 2017; Kim et al., 2019; Mazurek et al., 

2017; Miragila et al., 2017; Ogbebor-Kigho et al., 2017; Petrov et al., 2017; Staggers et 

al., 2018). The specific problem is that it is unknown whether computer self-efficacy and 

usability determine technical readiness in hourly and exempt information technology 

support employees in the United States (Bakirtas, 2017; Sumuer, 2018; Yuniarto et al., 

2019). Positive social change can come from employers understanding what determines 

an employees’ technical readiness to improve their job satisfaction and thus performance 

(Mardis et al., 2018). The purpose of this  correlational study was to examine how 

computer self-efficacy and usability determine technical readiness in hourly and exempt 

information technology support employees in the United States. A questionnaire was 

used to collect data on computer self-efficacy scale, usability, and technical readiness 

index. The results lead to positive social change by improving accessibility, increasing 

computer skills, and helping economic growth. 
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In this chapter, the strategy to search literature will be discussed. Sociotechnical 

systems theory will also be discussed, which supported the structure of the study. The 

literature review also explores other technical theories, literature related to the 

independent variables, and the dependent variable. The summary and conclusion explain 

what literature is missing and how it relates to this study. 

Literature Search Strategy 

For this literature review, Walden Library databases such as Business Source 

Complete, Computer Science Database, Computer and Applied Sciences Complete, 

Ebsco, Education Source, ERIC, IEEE Xplore Digital Library, SAGE journals, 

ScienceDirect, SocINDEX with Full Text as well as Google Scholar search engine were 

used to search keywords: socio-technical system theory, technology acceptance model, 

theory of reasoned action, theory of planned behavior, usability, self-efficacy, technical 

readiness, remote worker, ServiceNow, information technology inter library (ITIL), 

information technology service management, and quantitative research. Additional filters 

were used for the search such as full-text articles, a peer-reviewed journal, and the years 

2015–2020. Additional searches were completed through the Walden Library database 

ProQuest, which provides completed dissertations.  

Theoretical Foundation 

This study used sociotechnical systems theory as the approach for the independent 

variables. Sociotechnical systems theory refers to the interaction between society’s 

complex infrastructures (such as technology) and human behavior (Emery & Trist, 1969; 

Sony & Naik, 2020). Additionally, the theory of reasoned action suggests the relationship 
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between attitudes and behaviors with human action. It is used to predict how individuals 

will behave based on their pre-existing attitudes and behavior intentions (Ng, 2020; 

Ranaweera, 2021). Sociotechnical systems theory and theory of reasoned action were 

foundational for the later technology theories. 

Sociotechnical Systems Theory 

Emery and Trist (1969) coined the term sociotechnical systems, which is used to 

describe systems with complex interactions between humans and systems. This includes 

people, machines, and context. There are five key characteristics of open sociotechnical 

systems (Baxter & Sommerville, 2011; Sony & Naik, 2020): 

• Systems should have interdependent parts. 

• Systems should adapt to external environments. 

• Systems should have an internal environment, which includes both a social 

and technical subsystem which is interdependent. 

• System end states can be reached by multiple means. Customization is needed 

during development. 

• System relies on the joint optimization of both social and technical 

subsystems.  

An assumption of socio-technical systems theory is that joint optimization is 

needed from both the social and technical aspects. The social and technical aspects can 

create conditions for success or failure in the organizational design due to the cause-and-

effect relationships (linear) and the complex, unpredictable relationships (non-linear). If 

the social and technical aspects are reviewed separately, the unpredictability increases as 
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well as the possibility for failure (Baxter & Sommerville, 2011; Cooper & Foster, 1971). 

Sociotechnical concepts can be integrated into the systems engineering lifecycle to help 

system engineers use and implement sociotechnical ideas effectively into projects 

(Pasmore et al., 2019). The system engineering lifecycle has four major phases: problem 

definition and analysis, system design, system deployment/implementation, and post-

deployment reviews. 

Theory of Reasoned Action 

The theory of reasoned action was created as a model for the prediction of 

intentions and/or behavior. There are two conceptually distinct sets for intentions: 

behavioral and normative. Behavioral beliefs are the underlying influence on an 

individual’s attitude toward performing the behavior. Normative beliefs influence the 

individual’s subjective norm about performing the behavior. Beliefs affect intentions and 

subsequent behavior through attitudes and/or subjective norms. Individuals form attitudes 

toward a behavior by examining their beliefs through an expectancy-value model. For 

each attitude toward a behavior, individuals multiply the strength of the belief by 

evaluating the outcome and sum the results to form the attitude (Ng, 2020; Ranaweera, 

2021). 

Theory of Planned Behavior 

The theory of planned behavior model, which is similar to theory of reasoned 

action, considers the additional construct—perceived behavioral control (Ajzen, 1985).  

Perceived behavioral control refers to the perception of control over performance of a 

given behavior. It is influenced by the effects of two beliefs: control beliefs and perceived 
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facilitation. Control beliefs include perceived availability of skills, resources, and 

opportunities. Perceived facilitation is the individual’s assessment of available resources 

to the achievement of a given set of outcomes (Chuttur, 2009). In a research study, 

texting while driving behavior in college students, findings showed a large variance in 

intention to send as 35.5% and intention to read was 48% accounted for by attitude, 

subjective norm, and perceived behavioral control (Bazargan-Hejazi et al., 2017; Luarn & 

Lin, 2005). Although the overall attitude of students and their perceptions of what their 

significant others believe regarding both sending and reading texts while driving was 

negative, they still demonstrated intentions in sending and reading texts while driving. 

Technology Acceptance Model 

The technology acceptance model, which suggests users’ motivation can be 

explained by perceived ease of use, perceived usefulness, and attitude toward using the 

system. In turn, the attitude of the user is influenced by two major beliefs: perceived 

usefulness and perceived ease of use. Perceived ease of use has a direct influence on 

perceived usefulness. Finally, both these beliefs were hypothesized to be directly 

influenced by the system design characteristics (Davis, 1985). Davis (1985) continued to 

research the technology acceptance model to provide a method capable of replication.  A 

longitudinal study was conducted of 107 users to measure their intention to use a system 

after a 1-hour introduction and then again at 14 weeks. They found that by eliminating 

the attitude construct and introducing the behavioral intention construct, the results 

obtained the direct influence of perceived usefulness on actual system use (Davis et al., 
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1989). Venkatesh and Davis (2000) created the final version of the technology 

acceptance model in 1996. 

Researchers have continued to support the use of the model to examine the 

intention to use technology (Zainab et al., 2017). Malaysian student’s attitudes toward e-

learning finds attitude plays a significant role in persuading the students’ intention to use 

e-learning. Perceived ease of use and perceived usefulness were not significant predictors 

in influencing the intention to use e-learning. This can be due to most of the students 

having knowledge about e-learning and they feel that the technology is convenient and 

made them satisfied with the technology (Hussein, 2017). By understanding the strong 

predictors of students’ intention to use e-learning, as attitude becomes most significant, 

perception of usefulness and ease of use not so important. Overall, the results showed that 

it is critical for the educator to ensure e-learning will enhance their success outcomes. 

Technology Acceptance Model 2  

The technology acceptance model had some limitations in explaining reasons for 

which a person would perceive a system useful. Additional variables were proposed to be 

added as antecedents to the perceived usefulness variable in technology acceptance 

model. The new model was called technology acceptance model 2 (Venkatesh & Davis, 

2000). In their study, they looked at both voluntary and mandatory usage of systems. The 

study had three collections of user perceptions and self-reported use. The collections 

were prior to implementation, post 1 month and post 3 months. The technology 

acceptance model 2 provided more detailed explanations for the reasons participants 

found the system useful in both voluntary and mandatory usage. Current research 
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supported the use of the technology acceptance model 2 to explore subjective norms, 

image, result demonstrability, job relevance, voluntariness, perceived usefulness, 

perceived ease of use, intention to use and usage behavior (Purnama & Ginardi, 2019). 

Based on a study on the use of cloud computing, the highest value of variable relationship 

was between quality outcome (X4) and perceived usefulness (Y1), with the regression 

value of 41.2%. This value is considered to be the most influential in measuring the 

acceptance of cloud computing applications in the banking industry. It indicated the user 

benefitted by the output quality of the application. The better the output quality of the 

application, the more useful the application is. 

Technology Acceptance Model 3  

Determinants of perceived ease of use became an integrated model of technology 

acceptance called the technology acceptance model 3. Technology acceptance model 3 

presents a complete nomological network of determinants of individuals’ information 

technology adoption and use. They are computer self-efficacy, perception of external 

control, computer anxiety, computer playfulness, perceived enjoyment, and objective 

usability (Venkatesh & Bala, 2008). Technology acceptance model 3 was used to 

research augmented reality and building an information modeling integration in the 

construction industry. Perception of external control and perceived ease of use are the 

most significant predictors of the user’s perceived usefulness for building information 

modeling-augmented reality platform. This means users would perceive the system as 

useful and have confidence if they believe that they have control over it and access to the 

required resources. Perceived ease of use and perceived usefulness are the most 
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influential factors on the user’s behavioral intentions to use the building information 

modeling-augmented reality, which also supports technology acceptance model 3 results 

(Elshafey et al., 2020). 

Unified Theory of Acceptance and Use of Technology  

Unified theory of acceptance and use of technology advances on the basis of 

integrating dominant constructs from eight prior models that range from human behavior 

to computer science: theory of reasoned action (Ranaweera, 2021), technology 

acceptance model (Davis, 1989), motivational model (Davis et al., 1989), theory of 

planned behavior (Ajzen, 1985), combined technology acceptance model and theory of 

planned behavior (Taylor & Todd, 1995), model of personal computer utilization 

(Thompson et al., 1991), innovation diffusion theory (Moore & Benbasat, 2001), and 

social cognitive theory (Compeau et al., 1999). Unified theory of acceptance and use of 

theory proposed four main factors that influence intention and usage of information 

technology. First, performance expectancy is the degree to which an individual believes 

that using the system will help them attain gains in job performance. Second is effort 

expectancy, the degree of ease in using the system. The third is facilitating conditions, the 

degree to which an individual believes that an organizational and technical infrastructure 

exists to support use of the system. Fourth is the social influence, the degree to which an 

individual perceives that others believe that he or she should use the system (Chang, 

2012; Venkatesh et al., 2003). 
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Unified Theory of Acceptance Use of Technology 2  

Unified theory of acceptable use of technology 2 incorporates three constructs 

into unified theory of acceptable use of technology: hedonic motivation, price value, and 

habit. Individual differences—name, age, gender, and experience—are hypothesized to 

moderate the effects of these constructs on behavioral intention and technology use. 

Results showed that compared to unified theory of acceptable use of technology, the 

extensions proposed in unified theory of acceptable use of technology 2 produced a 

substantial improvement in the variance explained in behavioral intention (56% to 74%) 

and technology use (40 to 52%). The impact of hedonic motivation on behavioral 

intention is moderated by age, gender, and experience, the effect of price value on 

behavioral intention is moderated by age and gender, and habit has both direct and 

mediated effects on technology use, and these effects are moderated by individual 

differences (see Chang, 2012; Venkatesh et al., 2003; Venkatesh et al., 2012). Research 

has used unified theory of acceptable use of technology 2 to explain how performance 

expectancy, price value, and habit can influence intention to use deal internet sites like 

Groupon (Sudzina, 2018).   

Literature Review 

Varying viewpoints exist as to whether computer self-efficacy or usability and 

performance determine technical acceptance (Brahima, 2013; Chang & Chen, 2021; Feng 

et al., 2008; Okuonghae et al., 2021; Song et al., 2018). The technology acceptance 

model has evolved into several theories in determining how individuals react to 

transactions between a computer and a human (Venkatesh et al., 2012). Technical 
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readiness index 2 evaluates people’s propensity to embrace and use new technology 

(Parasuraman & Colby, 2015).  

Self-Efficacy 

Self-efficacy refers to an individual’s belief in their capacity to perform behaviors 

necessary to produce specific performance outcomes. It also reflects confidence in having 

the ability to control one’s motivation, behavior, and social environment (Bandura, 1977, 

1986, 1997). Self-efficacy is commonly confused with self-confidence or self-esteem. 

Self-efficacy is specific to a task, self-confidence is the level of confidence used to 

approach most situations, and self-esteem is how well someone likes themselves (Heslin 

& Klehe, 2006). Expectations for mastery of efficacy are assumed to determine choice of 

action, level of effort, and perseverance in the face of adversity, as well as the emotional 

experiences associated with it.  

People try to exercise control over events that affect their lives. They have a 

stronger incentive to act if they believe that control is possible—that their actions will be 

effective. Perceived self-efficacy, or a belief in one’s personal capabilities, regulates 

human functioning in four major ways: (a) cognitive, (b) motivational, (c) mood or affect, 

and (d) depression (Bandura, 1997). For cognitive regulation, people with high self-

efficacy are more likely to have high aspirations and visualize successful outcomes. In 

motivational regulation, self-efficacy beliefs determine the goals people set for 

themselves—the amount of effort, perseverance, and resiliency involved. For mood or 

affect, efficacy beliefs regulate emotional states in several ways: (a) people with high 

self-efficacy can handle threats and are less bothered, lower stress and ability to relax and 
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(b) low self-efficacy magnifies risk, distress, and inability to turn off frequency of 

thoughts and possible depression (Alhadabi & Karpinski, 2020; Bandura, 1997). Self-

efficacy can pertain to specific tasks. In this research study, computer self-efficacy was 

used as an independent variable. People can also have high self-efficacy for one task and 

low self-efficacy for another task.  

There are three dimensions of self-efficacy. They are magnitude, strength, and 

generality (Bandura, 1977). Magnitude of self-efficacy looks at levels of self-control. For 

instance, with addictive behaviors, it may be easier to manage the craving when under 

little stress but may lean on it in stressful situations to cope. Strength of self-efficacy 

relates to repeated persistence in the face of frustration or pain. Generality of self-efficacy 

refers to the extent previous success or failure experiences influence their future 

expectations (Maddux, 1995). 

Sources and effects were determined for self-efficacy. The sources are actual 

performances, vicarious experiences, forms of social persuasion, and physiological 

indexes (Bandura, 1997). The four effects of self-efficacy were substantiated:  motivation 

(choices, effort, persistence), learning, self-regulation, and achievement (Joet et al., 2011; 

Usher, 2009). Self-evaluation and self-regulation in high school students were found to 

be the best prediction factors for academic achievement. This should be considered in the 

workplace. In coaching, the best assessment of their work is by asking where they meet 

expectations and where they do not meet expectations (Motlagh et al., 2011). Also, 

creating an environment of competition or comparison to others can help improve 

performance (Schunk & DiBenedetto, 2016). 
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Perceived self-efficacy is the belief in being able to perform tasks and attain 

desired results. This positive attitude about their sense of control over their own 

environment, even with difficult circumstances, represents a high self-confidence in their 

capability to deal with life stressors. Self-efficacy influences how people feel, think and 

act. People with high self-efficacy trust their own abilities to face new challenges in life. 

This decreases negative experiences and motivates them to persevere. In contrast, people 

with low self-efficacy experience self-doubt and anxiety when life stressors arise 

(Schwarzer & Warner, 2013). 

Self-Efficacy and Measurement 

There is a plethora of measurement scales for self-efficacy. They range from age-

specific to skill-specific (Colella et al., 2008; Muris, 2001; Parcel et al., 1995; Straub et 

al., 1995). The Likert scale is commonly used. The scale can be one dimension or multi-

dimensioned. When determining which scale to use for research, it is important to look at 

the age group previously used and for what specific skill. Self-efficacy can relate to 

numerous skills. 

Children. The self-efficacy questionnaire for children is 24 questions on a five-

point Likert scale, separated into three domains of self-efficacy. They are social self-

efficacy, academic self-efficacy, and emotional self-efficacy. The reliability and validity 

were confirmed. If the children’s self-efficacy questionnaire score is low, the higher the 

level of depression (Muris, 2001). 

There are several scales which help parents determine how to assist children with 

healthy eating, physical capability, and emotions. Psychometric properties of a scale were 
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established to measure how a child’s self-efficacy impacts selecting healthy food (Parcel 

et al., 1995). Self-efficacy accounted for 34% of children’s usual food choices. Parents 

can help to educate children on what are good choices and build their confidence in 

selecting healthy food. A six-item scale titled perceived physical ability scale for children 

was developed (Colella et al., 2008). The participants were 8-10 years old and determined 

their perception of their motor abilities. This scale shows the importance of children 

being involved in a broad range of physical capabilities and skills to build their 

confidence and increase their self-efficacy scale. Emotional self-efficacy scale for youth 

is a study with participants aged 11-13 years old from the United Kingdom focused on 

perceiving and understanding emotions, and how to keep emotions in balance, and help 

others maintain emotions. From this study, the emotional self-efficacy scale for youth 

was developed (Qualter et al., 2015). The multidimensional structure created for adults 

also relates to the youth data. There is a strong general factor in self-efficacy for 

managing emotions. In each of these different aspects, it comes back to the child’s 

confidence and ability to complete the task. 

The MRI self-efficacy scale for children was developed based on the distress the 

procedure brings children. This scale helps to understand the predictor role of self-

efficacy for procedure stress and lack of cooperation. It can help determine which 

patients need additional support during the procedural process (Howlett & Chorney, 

2020). A 15-point Likert scale questionnaire regarding seizures was adapted into Turkish 

from the seizure self-efficacy scale for children. This scale can help children with 

epilepsy maintain good physical, psychological, and social well-being (Güven & İşler, 
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2015). Using information from a focus group with children, their parents, and health 

professionals, an 11-item scale was constructed and called the children’s arthritis self-

efficacy scale. Seventy-six percent of the variability was explained by a three-factor 

structure. They are self-efficacy and managing symptoms, self-efficacy and emotional 

consequences, and self-efficacy and activities. These scales, varied in the number of 

items, can aid parents, as well as build confidence in children to manage their medical 

situations (Barlow et al., 2001). 

Adults. There are several scales developed for adults to assist with increasing 

confidence in medical situations. A scale was developed to assess self-efficacy for adult 

stutterers in a variety of speaking situations. It was called the self-efficacy scale for adult 

stutterers. The research involved stutterers and non-stutterers to show significant 

differentiation based on the severity of the stuttering. The goal is to use the self-efficacy 

scale to assess the level of treatment to provide (Ornstein & Manning, 1985). The 

osteoporosis self-efficacy scale was developed to measure self-efficacy and confidence 

associated with physical activity and calcium intake. A 21-item scale based on self-

reports relating to sport, leisure, and calcium in their diet that was a two-factor structure, 

physical activity, and calcium intake. Psychometric properties are based on reflecting 

initiation, maintenance, and persistence of osteoporosis preventative behaviors (Swets et 

al., 2000). A self-efficacy scale for people living with spinal cord injury and multiple 

sclerosis was developed and called the Washington Self-efficacy Scale. Higher self-

efficacy scores were associated with better mental health, physical health, stamina, 

coping skills, and pain levels (Amtmann et al., 2012). An 18-item scale with three 
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subfactors with rotation: situational/interpersonal, competing demands, and internal 

feelings was created and called the exercise self-efficacy scale for Korean adults with 

chronic illnesses. Significant correlation with exercise self-efficacy and gender, 

education, and regular/frequency of exercise. The Likert scale is used in varying items 

using regression analysis to identify correlation (Shin et al., 2001). 

The web-based learning self-efficacy scale is eight items based on literature, 

previous findings, and experts in the field. The goal is to increase health learning modules 

for older adults. Traditional measurement theory and Rasch model were used to represent 

different levels of computer skills and knowledge. This questionnaire helps to identify 

those lacking computer confidence and how older adults can be supported in health 

learning (Nahm & Resnick, 2008). In contrast, the Academic Autism Spectrum 

Partnership in Research and Education (AASPIRE) Adult Autism Healthcare Provider 

Self-Efficacy Scale was an adapted measurement from three existing autism self-efficacy 

scales. It measures healthcare providers’ self-efficacy with autistic adult patients. The 

questionnaire asks about provider characteristics and how challenging or rewarding it is 

to treat adult autistic patients (Nicolaidis et al., 2021). The three existing autism self-

efficacy scales varied as follows: (a) a 30-item scale focused on self-efficacy scale for 

teachers with autistic students (Ruble et al., 2013), (b) a 57-item scale for healthcare 

providers with autistic children as patients (Mazurek et al., 2017), and (c) a 14-item self-

report scale focused on improving healthcare providers with autistic children as patients 

training (Unigwe et al., 2017). Adult self-efficacy scales can not only improve a patient’s 

overall well-being but also the care received from health professionals. 
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Computer Self-Efficacy 

A 32-item computer self-efficacy scale to measure people’s confidence or 

perception in regard to computer-related knowledge and skills was developed. Females 

had a lower self-efficacy judgment of their computer skills (Murphy et al., 1989). 

Canadian managers and professionals were surveyed to validate a measure of computer 

self-efficacy to determine their impacts and antecedents. Computer self-efficacy has a 

significant correlation between an individual’s expectations of the outcome using a 

computer, affect and anxiety towards the computer, as well as the actual computer use. 

The goal is to impact organizational support, training, and implementation (Compeau & 

Higgins, 1995). The construct used to look at individual differences, situation-specific 

traits, and their relating to technical acceptance and use was similar. They added to the 

literature by showing traits related to technical acceptance, and use decreases anxiety. 

Training can help sensitize participants to address mistakes and eliminate the cycle of 

computer anxiety (Thatcher & Perrewe, 2002). 

The technology acceptance model was used as the construct to study intrinsic 

motivation and self-efficacy variables such as enjoyment, learning goal orientation, and 

application-specific self-efficacy and their influences on web-based technology use. 

Computer self-efficacy has a strong determinant of ease of use and actual use. Enjoyment 

and learning goal orientation had a correlation with computer self-efficacy. When testing 

for usability, feedback can be provided for enjoyment and learning goal orientation to 

build into the application (Hwang & Yi, 2002). Trust was added in the context of 

electronic/mobile commerce to technology acceptance model as well as the theory of 
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planned behavior. The results strongly support the extended technology acceptance 

model used to predict users’ intentions on mobile banking. There were multiple factors 

identified in the study looking at the lack of acceptance for mobile banking in Saudi 

Arabia. They are the quality of internet connection, online banking benefit awareness, 

social influence, and computer self-efficacy. Each of these has significant effects on the 

perceived usefulness and perceived ease of use (Al-Somali et al., 2009). Also influencing 

the likeliness of adopting online banking is education, trust, and resistance to change; 

however, technology use was determined to become more widespread within each 

country (Brazil, Korea, and the United States), the more adoption of use for mobile 

banking. The applications provide ease of use without barriers of location and time 

(Malaquias & Hwang, 2016). 

A scale was developed to assess cognitive style in relation to computer self-

efficacy. Cognitive style shows a direct significant effect on perceived usefulness, 

perceived ease of use, and subjective norms. Participants with more innovative cognitive 

styles were more likely to accept technology and find it useful. Participants with more 

adaptive cognitive styles were less likely to accept technology and find it useful 

(Chakraborty et al., 2008). In contrast, the knowledge expansion in computer self-

efficacy was applied with individual-level measurement of cultural orientation. Cultural 

orientation looked at power distance and uncertainty avoidance. Results show that low 

power distance and high uncertainty avoidance influence computer self-efficacy. High 

computer self-efficacy influences ease of use for enterprise resource planning. These 

findings can assist project managers and enterprise resource planning practitioners in 



34 

 

understanding enterprise resource planning adoption in organizations (Hwang & Grant, 

2011). Yet another perspective shows that the primary dimension of self-efficacy in 

information systems is the specificity of the technology. It has driven two different types 

of self-efficacy being researched: computer self-efficacy and specific computer self-

efficacy. Their model is based on four distinct types of computer self-efficacy constructs. 

They do a 2x2 model which combines the dimensions of specificity of information 

technology (specific/general) and task type (simple/complex) (Gupta & Bostrom, 2019). 

Self-Efficacy and Technical Readiness 

The role perceived cost, computer self-efficacy, and technology acceptance model 

have on e-training adoption in Nigeria was researched (Okuonghae et al., 2021). The 

perceived cost has a significant influence on e-training adoption. Cost and technology 

adoption goes hand-and-hand. Self-efficacy did not have a significant relationship 

between e-training adoption and perceived ease of use in the Nigerian context; however, 

due to the lack of access, Nigerians lack computer self-efficacy. In contrast, technical 

readiness and computer self-efficacy were studied as predictors of e-learning adoption by 

library and information science students in Nigeria (Okuonghae et al., 2021). These 

professionals have access to computer resources. Findings show high scores for technical 

readiness, computer self-efficacy, and e-learning adoption among the Nigerian Library 

and Information Science student group. Significant relationships exist between technical 

readiness and e-learning adoption, computer self-efficacy and e-learning adoption, and 

technical readiness and computer self-efficacy (Okuonghae et al., 2021). 
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The role of self-efficacy, flexibility, and gender in pharmacy students’ health 

information technology readiness was studied. Future pharmacists will play a significant 

role in health information technology tool adoption. Regression successfully explains 

15% of the variance in predicting students’ readiness to utilize health information 

technology tools. There was a significant relationship between technology self-efficacy, 

open to change, being a male, and readiness to utilize health information technology tools 

(Jacobs et al., 2019). Individual differences were examined by the influence of gender, 

perceived sense of direction, mental rotation, and navigating the four aspects of technical 

readiness: (a) discomfort, (b) optimism, (c) innovativeness, and (d) insecurity. Men 

preferred paper maps to mobile maps; however, women felt safer using Google Maps. 

Women were ready to embrace technology when the task was useful. Women rated 

themselves higher on discomfort and insecurity and lower on innovativeness. Men use 

virtual and augmented reality in video games more frequently, but women embrace 

technology when it becomes part of a regular task for them (Blasko et al., 2020). In 

contrast, the technical readiness index was used to determine if learners who are 

uncomfortable with technology are disadvantaged. Educators show concern about leaving 

students behind if they invest in online classes. Learners who are less comfortable with 

technology report lower self-efficacy. Teachers can encourage those students to seek 

support on online social channels to become more confident (Warden et al., 2020). 

Smart shops have changed customer shopping behaviors. Smart shops provide a 

mix of physical stores and technological innovations for a new shopping experience 

(Chang & Chen, 2021). Based on the hedonic information systems model, the variables 
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were utilitarian motivation, such as perceived ease of use and perceived usefulness, and 

hedonic motivations, such as perceived enjoyment (Chang & Chen, 2021). Perceived 

enjoyment was a higher shopping intention than perceived usefulness.  The Technical 

Readiness Index was used to determine personality. The higher the Technical Readiness 

Index score, the perceived ease of use increases the shopping intention (Chang & Chen, 

2021). 

Self-Efficacy and Usability 

The importance of self-efficacy to usability was researched using grounded theory 

analysis of a child’s toy assembly task. A metric called usability measures a system’s 

effectiveness, efficiency, and satisfaction was created (Martin, 2007; Rodriguez et al., 

2017; Theofanos, 2006). Children were asked to assemble a toy from pictorial 

instructions. Usability problems can impact the child’s self-efficacy. Girls tended to 

equate difficulty with low ability, thus impacting their self-efficacy. Low self-efficacy 

influences the child to be less likely to engage and have feelings of inadequacy (Holden 

& Rada, 2011). Older children were examined for “findability’, an aspect of usability, to 

see the importance of student perceptions/satisfaction in online courses. Usability testing, 

such as eye-tracking, time-on-task, and think-a-loud, was used. Two instances of an 

online class were created, one with high findability and one with low findability (Juin et 

al., 2017). Students were asked to find specific components in each instance. Students 

self-reported lower self-efficacy in the course with lower findability. Students self-

reported higher self-efficacy in the course with higher findability. Future studies will look 

for the ability to link higher findability to student achievement of learning outcomes (Juin 
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et al., 2017). In contrast, understanding the influence of perceived usability and 

technological self-efficacy on teachers’ technology acceptance is important. Perceived 

usability was added to the technology acceptance model to help understand perceived 

usability and technology self-efficacy. Teachers feel educational software does not have 

the flexibility to adapt to each student’s needs. Instructional design literature for 

educational software is scarce. The higher the perceived usability by teachers, the greater 

the acceptance in the classroom (Holden & Rada, 2011). Computer self-efficacy, which is 

the belief or ability specific to using computers, was not a significant influence on 

perceived ease of use and usability (Compeau & Higgins, 1995). Technology self-

efficacy, which is the belief in their ability to successfully perform a technical task, did 

influence perceived ease of use and usability (Holden & Rada, 2011). 

Knowledge was expanded by evaluating the system usability scale to evaluate 

learning management systems. The participants were 487 female and 282 male university 

students between eighteen to 52 years old, involving eleven studies in both English and 

Greek. Gender or age was not a significant effect on the system usability scale score. 

There is a significant relationship between the student’s prior experience with learning 

management systems and the system usability scale score, as well as internet self-

efficacy, attitude towards the internet as a learning tool, and learning management system 

usage frequency. There was no significant difference between the Greek version and 

English version scores (Orfanou et al., 2015). 
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Self-Efficacy and Gender 

Gender differences regarding computer attitudes and perceived self-efficacy were 

investigated with a post-test questionnaire. It was given at the completion of the college 

course to measure self-efficacy, computer anxiety, computer liking, and computer 

confidence. There were gender differences in perceived self-efficacy regarding the 

completion of tasks in word processing and spreadsheet software. Male students had 

more experience in programming and computer games. Males also received more 

encouragement from parents and friends (Busch, 1995). As time passed, gender 

differences in emotional intelligence and social skills on self-efficacy were examined in 

high school students. Self-efficacy was related to social skills and emotional intelligence 

in the students; however, gender did not influence self-efficacy, social skills, and 

emotional intelligence (Salavera et al., 2017).  

A questionnaire was completed by 80 Master of Business Administration 

students, 52 men, and 28 women in the United States regarding how self-efficacy and 

gender issues affect software adoption and use. The questions were about their computer 

experience and self-efficacy beliefs in maintaining a website using Microsoft’s Front 

Page 98. No participants had previous experience with Microsoft’s Front Page 98. The 

websites were completed using a tutorial, and then a post-test was completed. Females 

reported a lower self-efficacy which influences outcome performance (Hartzel, 2003). 

Likewise, persistent gender achievement gaps were researched in university physics 

instruction for both content and developing productive attitudes about learning physics. 

Women experienced much lower self-efficacy, 1.57, compared to the men at 2.25 in the 
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physics class. When examining science, technology, engineering, and math courses, 

overall, women were only slightly lower at 2.25 compared to men at 2.45. There was an 

improvement in extrinsic motivation between men, 1.61, and women, 1.47 (Nissen & 

Shemwell, 2016). 

 Women typically live longer than men creating a need to rely on accumulated 

savings for a greater period. Gender and financial self-efficacy influence investing risk-

taking. The hypotheses were that women have lower financial self-efficacy. The 

hypotheses supported by the data show women have lower financial self-efficacy, which 

influences the level of investment risk-taking (Montford & Goldsmith, 2016). 

Self-Efficacy and Academia 

Two major areas of self-efficacy research in an academic setting are: (a) self-

efficacy beliefs and college major/minor choices, particularly in math and science, and 

(b) the relationship between self-efficacy beliefs, related psychological constructs and 

academic motivation and achievement. The purpose of this study was to look at 

individual performance and determinants of motivation (Pajares, 1996). Decades later, 

researchers examined how engineering self-efficacy was important in middle and high 

students when choosing science, technology, engineering, or math as a major in college. 

They did pre- and post-event surveys of students who attended the Youth Engineering 

and Science Expo. The purpose of the study was to see the impact of attendance at the 

Youth Engineering and Science Expo on individuals’ engineering self-efficacy. In the 

pre-and post-survey, they also asked, “Do you know someone in engineering?” People 
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who attended the Expo and knew someone in engineering had a higher engineering self-

efficacy (Amato-Henderson et al., 2021). 

In one study, students’ perceptions of online academic help seeking, and their 

web-based learning self-efficacy were reviewed. The relationship between a student’s 

experience, confidence, and preference was explored with correlation analysis. The 

results show that more experienced students possessed stronger confidence and 

preference for online academic help seeking. There were differences between formal and 

informal information queries based on previous experience (Cheng & Tsai, 2011). There 

have been multiple research studies on self-efficacy in online learning environments 

(Bates & Khasawneh, 2007; Fletcher, 2005; Martin et al., 2010; Miltiadou & Yu, 2000; 

Xiao, 2012). Most researchers focus on computer self-efficacy for online learning. One 

study looked at the multifaceted dimensions of self-efficacy within online learning. Five 

dimensions were identified: (a) self-efficacy to complete an online course, (b) self-

efficacy to interact socially with classmates, (c) self-efficacy to handle tools in a learning 

management system, (d) self-efficacy to interact with instructors in an online course, and 

(e) self-efficacy to interact with classmates for academic purposes. These five dimensions 

enhanced online learning self-efficacy and predicted higher student satisfaction (Shen et 

al., 2013). In contrast, another researcher found in their study that university students 

approach learning experiences differently by adopting various achievement orientation 

goals. The academic trajectory can be difficult. Thus, some setbacks and obstacles have a 

negative impact on academic progress. Findings show that personal qualities such as grit 

and self-efficacy oppose such negative influences. In fact, those qualities indirectly 
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influence achievement orientation goals and academic performance. Collegiate educators 

establishing a learning environment that promotes grit and self-efficacy can be a valuable 

addition to instructional efforts (Alhadabi & Karpinski, 2020). 

Self-Efficacy and Training 

The purpose of the study was to determine the relationship between training and 

computer self-efficacy and user attitudes and computer self-efficacy (Torkzadeh et al., 

1999). An empirical study examined computer self-efficacy, training effectiveness, and 

user attitudes. There was a pre and post-test. Results show that the more positive the 

attitude of the participant, the more effective the training was (Torkzadeh et al., 1999). 

 Downey and Kher (2015) conducted a longitudinal study on the effects of 

computer self-efficacy growth on performance during technology training. The study 

examined a key enabler of technology learning and classroom performance, computer 

self-efficacy, and how it grows over the course. This study found that general computer 

self-efficacy, both initial and growth over time, did not influence performance (Downey 

& Kher, 2015). Anxiety decreased over time which influenced computer self-efficacy and 

downstream improvement in performance. Women started out with a lower computer 

self-efficacy initially but a faster rate of growth than men over the period of the course. 

The nursing industry is the majority women (Downey & Kher, 2015). Another study 

researched how nurses’ general computer skills, training, and self-efficacy affect their 

perceptions of using electronic health record systems. The data from the questionnaire 

supports the hypotheses that general computer skills, self-efficacy, and training in 

electronic health records influence the perceived usefulness through perceived ease of 
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use. The healthcare industry uses electronic health records. Each organization’s electronic 

health records are customized to their line of work, so training should be specific to the 

organization’s electronic health records (Zaman et al., 2021). 

Self-Efficacy and Job Satisfaction 

The relationship between teachers’ self-efficacy and job satisfaction based on 

gender, years of experience, and job stress was studied. Self-efficacy increased from 

early to mid-career and then decreased after mid-career. Female teachers showed greater 

workload stress, greater classroom stress, and lower classroom management self-efficacy. 

These teachers had lower job satisfaction. Teachers with greater classroom management 

and student engagement had higher self-efficacy and greater job satisfaction (Klassen & 

Chiu, 2010). Likewise, a study on job satisfaction among university faculty in Turkey 

showed that teaching self-efficacy was the strongest predictor for job satisfaction. The 

study was based on research and teaching self-efficacy. Teaching self-efficacy was higher 

than research self-efficacy. Research self-efficacy was higher based on the level of career 

and qualifications, and gender was not an influence. Job satisfaction was highest for those 

with a Masters’ degree (Ismayilova & Klassen, 2019). 

Telemarketers in the banking sector in Jakarta, Indonesia, were examined for the 

influence of self-efficacy, job satisfaction, and work culture toward performance. The 

following hypotheses were supported by the data: (a) there is a positive effect between 

self-efficacy and performance; (b) there is a positive effect between job satisfaction and 

performance; (c) there is a positive effect between work culture and performance; and (d) 
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there is a positive effect between self-efficacy, job satisfaction and work culture 

simultaneously towards performance (Rahayu et al., 2018).  

Self-Efficacy and Job Performance 

A study on the role of self-efficacy on job security, well-being, and job 

performance in China societies was conducted. Previous research showed that job 

insecurity is negatively related to job satisfaction, well-being, and job performance. A 

hierarchical regression analysis was used to analyze the data. Job insecurity was 

negatively related to job satisfaction, physical well-being, psychological well-being, and 

supervisor-rated job performance. Employees with high self-efficacy and perceived job 

insecurity reported a lower level of physical and psychological well-being than those with 

low self-efficacy. Job insecurity is a serious job stressor in China’s society. Job insecurity 

has a significant relationship with employees’ well-being and job performance (Feng et 

al., 2008). Likewise, other cultures see an influence as well. The relationship between 

learning-organization culture, self-efficacy, work engagement, and job performance in 

the Korean workforce was examined. The mediators were the teacher’s self-efficacy and 

work engagement. Teachers’ self-efficacy had an influence on work engagement and job 

performance. Work engagement and job performance had a significant relationship. Self-

efficacy and work engagement were mediators in the relationship between learning-

organization culture and teachers’ job performance (Song et al., 2018). 

 Self-efficacy can refer to an individual’s belief in their capacity to perform 

behaviors necessary to produce specific performance outcomes, or it can be task-specific 

to the individual’s belief and capability of completing the task. Self-efficacy as a whole, 
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as well as computer self-efficacy, are important in the theoretical framework of this 

research study. Self-efficacy has a plethora of peer-reviewed articles to add to the 

knowledge in the literature. 

Usability 

Usability is a core term in human-computer interaction (Hornbaek, 2006). Among 

the efforts to explain what the term means, usability has been called, “capability to be 

used by humans easily and effectively” (Shackel, 2009, p. 24), “quality in use” (Bevan, 

1995), and “effectiveness, efficiency, and satisfaction with which specified users can 

achieve goals in particular environments” (ISO, 1998, p. 2). Most explanations of what 

usability means agree that it is context dependent (Newman & Taylor, 1999) and shaped 

by the interaction between tools, problems, and people (Naur, 1965, 1985). 

Three motivations are suggested to measure usability. First, as we define the use 

of the system, it makes the vague term of usability more concrete and manageable. 

Second, usability cannot be directly measured. The operationalization of using the system 

measures usability. Third, many approaches to user-centered design depend critically on 

measures of the quality of interactive systems (Hornbaek, 2006). Many benchmarks 

against usability were measured by previous versions (Gould & Lewis, 1985; Whiteside 

et al., 1988). 

The usability of LinkedIn among employees and employers was researched 

(Agazzi, 2020). Although the results gathered confirm that LinkedIn is in general usable 

and user-friendly platform. From a usability standpoint, the following should be 

considered: (a) increase of speed of returning job postings from a search, (b) add an easy 
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to apply feature for those employers seeking resumes only, (c) remove the “contacts you 

may know” when first logging in, and (d) make connect button more visible. The results 

show no catastrophic usability problems, only areas of improvement (Agazzi, 2020). 

Technical Readiness 

Technology readiness is a state of mind resulting from mental enablers and 

inhibitors that collectively determine a person’s predisposition to use new technology 

(Parasuraman, 2000; Parasuraman & Colby, 2015). Individuals avoid technology if they 

are not comfortable with it and are not ready to use technology. In 2000, Parasuraman 

proposed a technical readiness index, which measures the propensity to embrace and use 

new technologies for accomplishing goals at home or work. In 2015, Parasuraman and 

Colby revisited the technical readiness index due to the revolution of service delivery 

through technology. As of 2013, 2.7 billion people worldwide had internet access, with 

global penetration from 7% in 2000 to 39% in 2013 (Brahima, 2013). The goal of the 

Technical Readiness Index 2.0 was to produce a more concise and contemporary scale. 

Technical Readiness Index 2.0 

Technology readiness and the likelihood of using self-checkout services using 

smartphones in retail grocery stores were researched in Hyderabad, India (Mukerjee et 

al., 2018). The Technical Readiness Index 2.0 and the technology acceptance model’s 

perceived usefulness and perceived ease of use were the framework. In the context of 

self-checkout services, optimism and innovativeness emerged as drivers, whereas 

discomfort and insecurity emerged as inhibitors of technical readiness. Indian customers 

were moderately ready to adopt new technology. There were five segments of 
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respondents: (a) skeptics, (b) explorers, (c) avoiders, (d) pioneers, and (e) hesitators. 

Explorers emerged as the most technology-ready segment, and avoiders were the least 

ready. Positive correlations were found between the customers’ technical readiness and 

perceived ease of use, perceived ease of use and perceived usefulness, and perceived ease 

of use and likelihood to use self-checkout services (Mukerjee et al., 2018). 

Summary and Conclusions  

A socio-technical system view approaches from both the human and technical 

aspects (Emery & Trist, 1969; Sony & Naik, 2020). Socio-technical systems theory 

includes people, machines, and context. It includes interdependent parts. Socio-technical 

systems theory relies on the joint optimization of the social and technical subsystems 

(Sony & Naik, 2020). As technology theory evolves, it focuses on efficiency and 

effectiveness (Okuonghae et al., 2021; Yuga & Anas, 2020). Socio-technical systems 

theory evolved into the technology acceptance model, technology acceptance model 2, 

technology acceptance model 3, and unified theory of acceptance and use of technology. 

Each theory is built upon each other adding constructs such as antecedents to perceived 

usefulness, perceived ease of use, intention to use, and usage behavior. A new focus on 

how setting requirements are analyzed and fed into system design could save time and 

money and reduce risks during the implementation phases. This approach satisfies the 

technical aspect from a usability perspective but lacks the human aspect (Pasmore et al., 

2019). This research study evaluated the importance of both the human and technical 

aspects, how joint optimization can reach technical readiness, and if the key to the 

success of software implementations.  
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In most research, socio-technical systems theory is viewed from one aspect 

(human or technical) but not both, such as individual job performance and self-efficacy 

(Bausch et al., 2014; Carter et al., 2018; DeClercq et al., 2018; Miragila et al., 2017; 

Palvia, et al., 2018); individual job performance and usability (Kim et al., 2019; Mazur et 

al., 2019); individual technical readiness (Coopasami et al., 2017; Petrov et al., 2017) or 

information technology design and usability (Carayon & Hoonakker, 2019; Staggers et 

al., 2018) perspective.  

Individual Job Performance and Self-Efficacy 

An employee’s self-efficacy enhances their job performance due to experiencing 

less anxiety during their daily tasks. Self-efficacy findings support the self-efficacy 

variable; however, job performance is broad and difficult to operationalize (DeClercq et 

al., 2018). A longitudinal study examined the effect of self-efficacy on the ability to set 

up financial appointments and sell products, as well as the level of employee 

engagement. It shows how over time, confidence builds and impacts overall job 

performance measured by set appointments and products sold (Carter et al., 2018). A 

two-wave study was used with 465 white-collar workers matching self-reported data to 

supervisory ratings on self-efficacy and job performance. Self-reported data can be 

inaccurate and supervisory ratings can cause privacy issues. By using the socio-technical 

systems view, it uses self-efficacy as the human aspect and usability as the technical 

aspect for joint optimization of the subsystem. Survey instruments are used to arrive at 

the variable score for analysis (Miragila et al., 2017). 
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Individual Job Performance and Usability 

Sixteen gender-balanced participants were used to look at head-worn devices and 

user interface designs, such as always-on or on-demand. It was determined job 

performance, workload, and usability were more affected by user interface designs than 

head-worn device types (Kim et al., 2019). The association between the usability of an 

electronic health record for the management of abnormal test results and physicians’ 

cognitive workload and poor performance was assessed. They found that with basic 

enhancements to the electronic health record system to eliminate non-value-added 

interactions, physicians were able to increase job performance with abnormal test results 

(Mazur et al., 2019). This research study used a computer system usability questionnaire 

to determine a value for the usability variable. The variable value was analyzed 

individually and jointly with self-efficacy as a determinant of technical readiness. It will 

strengthen the research as joint optimization for the subsystem of socio-technical systems 

theory (Lewis, 1995).  

Individual Technical Readiness 

A balanced methodology for assessing the level of readiness of scientific and 

technical innovative projects for commercialization was proposed. The results show that 

an application of the methodology made it possible to increase the efficiency of the 

management of individual projects or a portfolio of projects. The more manageable the 

tasks become, the more technically ready staff can be (Petrov et al., 2017). Students’ 

readiness to transition from traditional learning to e-learning for nursing students was 

examined. They used a modified Chapnick readiness score to measure psychological, 
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equipment, and technical readiness. Scores show that while students were 

psychologically ready for e-learning, they lacked equipment and technical readiness. This 

study used a technical readiness index score, which focuses on four aspects: (a) 

optimism, (b) innovativeness, (c) discomfort, and (d) insecurity, while the Chapnick 

readiness score focuses on psychological, equipment, and technical readiness. Technical 

readiness scores can drive efficiency, like Petrov et al.’s (2017) study. The contrast is 

focusing more on project management tools, and the Technical Readiness Index 

examines more on inhibitors to positive attitude (Coopasami et al., 2017). 

Information Technology Design and Usability 

The usability problems for health information technology were studied. It is 

critical for a design to include the designers and the implementers/users. The design has 

added human factors methods since each health case can be different. The impact on 

healthcare professionals and patients was positive (Carayon & Hoonakker, 2019). A 

usability study focused on pain points faced by nurses regarding the use of health 

information technology, identifying their impact and importance, and looking for 

improvements. A qualitative study involved 27 experts. Content analysis was used to 

identify themes. They used these themes to report back to user interface designers the 

challenges of usability in health information technology such as electronic health records. 

This research study will be quantitative research methods instead of qualitative research 

methods. It will not focus on information technology design (Staggers et al., 2018). 

In Chapter 2, the literature review covered current knowledge of socio-technical 

systems theory, self-efficacy, usability, and technical readiness. The summary of the 
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literature also added why this research study may add a new perspective to the current 

knowledge. In Chapter 3, the theoretical framework for the quantitative method is 

discussed. The variables were operationalized with instrumentation as well as what 

population was used. 
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Chapter 3: Research Method 

The purpose of this quantitative, correlational study was to examine how 

computer self-efficacy and usability determine technical readiness in hourly and exempt 

information technology support employees in the United States. In this chapter, the 

research design and rationale as well as the methodology will be examined. The details of 

how the survey was administered and the participants will also be provided. Further, the 

threats to validity are explored, and the actions taken to mitigate the threats are explained. 

The chapter concludes with a summary and transition to Chapter 4. 

Research Design and Rationale 

Implementing technology within an organization requires considering both the 

human aspect and the technical aspect (Emery & Trist, 1969). Yet, organizations focus on 

information technology expertise and fall short on helping employees become familiar 

with new systems and build confidence, which contributes to employee anxiety to learn 

quickly and find the system intuitive (Sürücü, 2021). This study was a quantitative, 

correlational study to determine the relationship between the independent variables, 

computer self-efficacy (human aspect) and usability (technical aspect) on the dependent 

variable, technical readiness (see Figure 1). The intent of a quantitative research method 

is to establish, confirm, or validate relationships (Leedy & Ormrod, 2001). This method 

offers statistical beliefs to research projects, which provides flexibility and detail. Well-

designed and suitable research must be driven by the research question and current body 

of knowledge in the area researched (Reiter et al., 2011). In this study, a survey-based 
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quantitative research design was implemented to assess an employee’s technical 

readiness based on self-efficacy and usability.  

Figure 1 

 

Theoretical Framework  

 

Methodology 

By definition, quantitative research design is a procedure or technique associated 

with gathering, analysis, interpretation, and presentation of numerical information 

(Teddlie & Tashakkori, 2009). Quantitative research designs strive to identify and isolate 

specific variables with the context of the study rather than to understand the personal 

elements associated with behaviors, judgments, and individual constructions of lived 

events, as with qualitative studies (Berg & Lune, 2012; Teddlie & Tashakkori, 2009). 
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Regression analysis is a statistical process for estimating the relationship among 

variables (Armstrong, 2012). It includes many techniques for modeling and analyzing 

several variables when the focus is on the relationship between independent variables and 

one or more dependent variables (or predictors). More specifically, regression analysis 

helps to understand how the typical value of the dependent variable (or criterion variable) 

changes when any one of the independent variables is varied, while the other independent 

variables are held fixed. A correlation between variables indicates that as one variable 

changes in value, another variable tends to change in a specific direction (Berkman & 

Reise, 2012). Regression analysis is widely used for prediction and forecasting, where 

their use has substantial overlaps with the field of machine learning. Regression analysis 

is also used to measure cause and effect between independent variables and dependent 

variables, and to explore the forms of these relationships. In restricted circumstances, 

regression analysis can be used to infer causal relationships between independent and 

dependent variables (Armstrong, 2012).  

There are many different types of regression. It is critical to understand linear 

regression to understand fitting models, interrupting results, and checking assumptions 

(Frost, 2021). First, linear regression is done to determine the R2 and p value. This helps 

to equate how well this data fits on the line. Second, researchers see how to fit a plane to 

data. Tail length adds factors to equation. The R2 will be the same for linear and multiple 

regression. Adjusted R2 is to account for additional variables. F is the sum of squares to 

fit. P value sums of squared around the mean. These are then compared to each other by 

replacing mean with sums of squares of simple regression numbers. 
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Population 

A population of 425 employees from an information technology contractor 

company were sent a survey link via email, business cards with survey link in 

breakrooms and copy/print areas as well as posted on intranet community site. A 

regression can be started using a full (saturated) model, which starts only with the 

intercept term. Variables need to be dropped one by one, preferably dropping the less 

significant one. If too many variables are included at once in a full model, significant 

variables could be dropped due to low statistical power.  

Sampling and Sampling Procedures 

As a rule, the sample size should contain at least 10 participants per variable 

(Sperandei, 2014). Since there were three variables and eight covariates, the sample size 

ranged between 120-150 participants. Statistical procedures vary in terms of sample size 

requirements. It is important to have the right sample size to prevent affecting the internal 

validity. As variables increase and the subgroups are more detailed, larger sample sizes 

are needed to show the strength of the relationship. The stronger the expected 

relationship, the less the necessity of large sample size to detect it. 

Procedure for Recruitment, Participation, and Data Collection (Primary Data) 

The recruitment for convenience sampling consisted of one department within one 

organization (see Appendix B). The demographics included employees working in in the 

United States, male or female, age ranging from 18-70 years of age, technical 

certification, or degrees with varied lengths of service. Within one department of the 

organization, announcements were posted on the intranet site, break rooms, and common 
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areas. A query of email addresses of employees within the department was retrieved 

before I sent an email with the survey link. Anyone volunteering to participate was 

provided the informed consent as the front page of the survey. If the participant agreed 

with the informed consent, the survey displayed on the second page for completion. Once 

completed, they submitted for results to be provided an identifier number within the 

spreadsheet for anonymity. If the participant disagreed with the informed consent, the 

second page explained that without informed consent the survey is done. 

Power Analysis 

For experimental design, power analysis is important. The goal is to determine the 

sample size required to detect an effect of a given size with a given degree of confidence. 

Hypothesis testing looks at sample size, effect size, and variability to produce the p value. 

The p-value determines statistical significance. The fourth consideration is statistical 

power. It should correctly reject a false null hypothesis but is inversely related to a Type 

II error (Frost, 2021). The t test for power analysis in the IBM Statistical Package for 

Social Sciences, version 28 (SPSS, version 28) showed that for this study the sample size 

of 156, standard deviation is 2, effect size is one with .05 significance and actual power 

of .093. The standard deviation for self-efficacy was .98, usability was .78, and technical 

readiness was .60. The mean of each variable is self-efficacy is 2.16, usability 2.07, and 

technical readiness is 3.67. An effect that is considered significant is when there are more 

than two standard errors from the null expectation. The p-value for self-efficacy with 

technical readiness was 0.001, and the p-value for usability and technical readiness was 



56 

 

0.000. A p-value of less than 0.05 is statistically significant. If the probability is less than 

5%, it shows strong evidence to reject the null hypotheses (McLeod, 2019). 

Pilot Study 

The Walden University Institutional Review Board (IRB) approval number for 

this study is 04-20-22-0060574, which expires when this research concludes. A pilot 

study was conducted to determine the clarity of the after-scenario questionnaire, the 

computer self-efficacy scale for adults, and the added demographic questions. 

Participants were recruited within one service desk for convenience purposes. A total of 

20 employees participated in the pilot study. For most student questionnaires, the 

minimum number for a pilot is 10, although for large surveys, between 100 and 200 

responses are usual (Dillman et al., 2009; Fink, 2013; Saunders et al., 2016). No 

generalizable knowledge was obtained from the pilot study. The pilot study was only 

done to test the procedures, questions, and delivery method of electronic survey 

questionnaires. If needed, adjustments or changes were made to the procedures, 

instruments, and materials used in the main study. 

Instrumentation and Operationalization of Constructs 

The instrumentation authors provided approval for use in this study to measure 

self-efficacy, usability, and technical readiness. The survey questionnaire consisted of 

four main parts: 

1. Demographic questions developed by the researcher consists of 10 basic 

questions (see Appendix B). 
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2. Brown (2008) Computer Self-efficacy Scale for Adults (CSESA) has 42 

questions (see Appendix C). 

3. Lewis (1995) Computer Usability Questionnaire (ASQ) has 19 questions (see 

Appendix D).  

4. Parasuraman and Colby (2015) Technology Readiness Index (TRI) 2.0 has 16 

questions (see Appendix E). 

The questionnaire consisted of 10 demographic questions and 47 survey questions from 

the three instruments listed. The survey included 87 questions in all. 

Demographics 

The first section includes several questions regarding the basic demographic 

information of the sample. To evaluate the outcome of these variables, participants are 

asked to respond to several demographic questions regarding their gender, race, age, 

computer skill level, education, department, length of service, and length of time using 

ServiceNow (see Appendix B). 

Usability  

The usability questionnaire items are seven-point graphic scales, anchored at the 

end points with the terms “Strongly Agree” for one and “Strongly Disagree” for seven, 

and a “Not Applicable” point outside the scale. The three items were selected on the basis 

of their content regarding hypothesized constituents of usability. Characteristics such as 

ease of task completion, the time required to complete tasks, and satisfaction with support 

information (online help, system messages, documentation) would be expected to 

influence a user’s perception of system usability. 
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A three-item after-scenario questionnaire was used in three related usability tests 

in different areas of the United States. The studies had eight scenarios in common. After 

participants finished a scenario, they completed the after-scenario questionnaire. A factor 

analysis of the responses to the after-scenario questionnaire items revealed that an eight-

factor solution explained 94% of the variability of the 24 (eight scenarios by the three 

items per scenario) items. The varimax-rotated factor pattern showed that these eight 

factors were clearly associated with the eight scenarios. The benefit of this research to 

system designers is that this three-item questionnaire has acceptable psychometric 

properties of reliability, sensitivity, and concurrent validity and may be used with 

confidence in other, similar usability studies (Lewis, 1995). 

Self-Efficacy 

In the Computer Self-efficacy Scale for Adults (CSESA), Brown (2008, p. 1) 

hypothesized that the construct of total computer self-efficacy (T_CSE) is composed 

equally of three components. These components reflect self-confidence regarding one’s 

ability to acquire the necessary knowledge, skills, and abilities that are related to the use 

of computer hardware, computer software, and computer internet-related skills. The 

computer self-efficacy scale for adults is a questionnaire composed of 36 items in total. 

Within the scale, there are 12 items assigned to each of three subscales representing the 

domains of hardware, software, and Internet computer skills. To make the questionnaire 

easier to answer, the scale is divided into three parts of 12 items each. The items are 

randomized so that the domains are not presented in any particular sequence. A six-point 
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Likert scale, with responses ranging from “Completely Disagree” to “Completely Agree” 

(Brown, 2008, p. 1).     

One key indicator of content validity is the use of all categories, as demonstrated 

in the pilot survey of the computer self-efficacy scale for the adults’ instrument. Although 

data from the pilot study (N = 108) indicated an overall high mean computer self-efficacy 

score for the three computer domain subscales (hardware = 5.08, software = 5.10, internet 

= 5.22), results also indicated that 87% of the responses used the entire range and/or one 

of the extremes of the scale. The reliability and discrimination analysis for the CSESA 

instrument indicates that it has a Cronbach Alpha coefficient of α = 0.969. The three 

subscales exhibit alpha coefficients as follows: hardware, α = 0.899, software α = 0.930, 

and internet skills, α = 0.926. The average corrected item-total correlation is 0.700 for the 

Computer Self-efficacy Scale (Brown, 2008). 

Technical Readiness Index 

The Technical Readiness Index 2.0 by Parasuraman and Colby (2015) is a 16-

item scale asking statements about optimism, innovation, discomfort, and insecurity. The 

two positive themes are optimism and innovation. The two negative themes are 

discomfort and insecurity. To calculate a total technical readiness score, first, reverse the 

insecurity and discomfort dimensions by subtracting from 6. Next, compute the average 

for four sums. The Technical Readiness Index 2.0 = (innovativeness + Optimism + (6-

insecurity) + (6-discomfort))/4. The lowest possible score is 1.0, and the highest is 5.0. A 

higher score indicates higher techno-readiness. 
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 The factor structure of the final 16-item Technical Readiness Index 2.0 has four 

items for each dimension. Of the 16 items, 11 were in Technical Readiness Index 1.0, 

while five are new (two in the optimism dimension and three in the insecurity 

dimension). The four-factor solution explains 61% of the variance across the 16 items. 

All dimensions meet the minimum reliability threshold: The lowest reliability 

(Cronbach’s α) is .70 for discomfort and the highest is .83 for innovativeness. The 

Technical Readiness Index 2.0’s factor structure is also distinct. The items load cleanly 

on their respective dimensions (with just one exception, all cross-loadings are .30 or less), 

and all loadings are strong (.59 or higher) (Parasuraman & Colby, 2015). 

The study comprised two independent variables and one dependent variable. The 

independent variables are usability and computer self-efficacy; the dependent variable is 

technical readiness. Usability was operationalized using the after-scenario questionnaire. 

Computer self-efficacy was operationalized using the Computer Self-efficacy Scale for 

Adults. Technical readiness was operationalized through the Technical Readiness Index 

2.0. 

Using a quantitative survey design is highly dependent on an effective data 

collection process. The study followed standard protocols and procedures, which will 

help reduce potential biases (Cohen et al., 2013). The researcher contacted the 

Communications and Human Resources office to request permission to ask employees to 

complete the survey. When granted permission to solicit participation, the data collection 

process will begin through the use of survey questionnaires. The researcher sent an email 

introducing the study; explaining the title, the goals, and the purpose of the study; and 
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requesting voluntary participation via SurveyMonkey. Every participant was assigned a 

random number to maintain anonymity. 

Data Analysis Plan 

The data analysis plan covers multiple aspects of the analysis. First, the 

administration of the survey was facilitated by SurveyMonkey software. Second, once the 

data were collected, where and how long will it be kept? Third, what type of data 

cleaning was done to make sure all data were viable? Fourth, the research questions and 

hypotheses. What was measured and how was it rejected or accepted? Fifth, what 

stepwise regression was used to determine predictors for the study? 

Software and Cleaning Process  

SurveyMonkey was used to collect the participant responses. Once collected, an 

SPSS version 28 file was downloaded. First, there was a review of responses. The 

majority of items were ServiceNow. If they answered they had “never” used ServiceNow, 

they were eliminated. For the participants who had some missing data but were at least 

67% complete, the mean for the subscale was calculated and imputed. After imputing 

participant-specific missing data with their mean on the subscale, the missing data table 

showed zero missing. 

Research Questions and Hypotheses 

RQ 1: What is the relationship between computer self-efficacy and technical 

readiness in hourly and exempt information technology support employees in the United 

States? 
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H01: There is no relationship between computer self-efficacy and technical 

readiness in hourly and exempt information technology support employees in the 

United States. 

Ha1: There is a relationship between computer self-efficacy and technical 

readiness in hourly and exempt information technology support employees in the 

United States. 

RQ 2: What is the relationship between usability and technical readiness in hourly and 

exempt information technology support employees in the United States? 

H02: There is no relationship between usability and technical readiness in hourly 

and exempt information technology support employees in the United States. 

Ha2: There is a relationship between usability and technical readiness in hourly 

and exempt information technology support employees in the United States. 

RQ 3: What is the relationship of computer self-efficacy, usability, and technical 

readiness between hourly and exempt information technology support employees in the 

United States?  

H03: There is no relationship of computer self-efficacy, usability, and technical 

readiness between hourly and exempt information technology support employees 

in the United States. 

Ha3: There is a relationship of computer self-efficacy, usability, and technical 

readiness between hourly and exempt information technology support employees 

in the United States. 
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The null hypothesis was tested using regression analysis. The p value of 0.05 was 

used to accept or reject the null hypothesis. The hypothesis assures what is claimed to be 

measured is what is measured statistically. The statistic is used to accept or reject the 

hypothesis. 

Correlational Study 

First, missing data were identified. Parameters were determined, such as 70% for 

eligibility to include by placing the mean of the subscale in the missing fields. Second, 

initial data cleaning included (a) reverse item coding, (b) initial subscale computations, 

(c) screening for multivariate outliers, and (d) screening for univariate outliers. Subscales 

were set, and the total score was recomputed. Stepwise regression was run by using a t-

test (i.e., one-way or ANOVA). Third, determine standardized residuals for each 

regression model. Fourth, descriptive statistics were run to determine significance. Fifth, 

reliability was calculated. I ran the R2 to determine the variation of the y value that is 

explained by the independent variables. A global F test was performed to test the 

significance of the independent variables as a group for predicting the response variable. 

The confidence levels and t-tests showed inferences about the β parameters. Sixth, I 

recoded covariates. Seventh, examined for collinearity and multicollinearity. Based upon 

the value, such as 1.0 indicates that for every unit increase in the predictor, the predicted 

value of the dependent variable also increases by one unit (Krymkowski, 1988). R2 and 

R2 adj. are indicators of how well the prediction equation fits the data. S = estimated 

deviation of the random error approximates the accuracy in predicting y based on a 

specific set of independent variables. The coefficient of variables is the ratio of the 
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estimated standard deviation of ε to the sample mean of the response variable y. At this 

point, I analyzed the data to build the model. Models with a coefficient of variables with 

values of 10% or smaller usually lead to accurate predictions. The next step is to 

determine the least squared estimate. This allows the deviation between the observed and 

the predicted value of y to be known. Residual tests and diagnostic plots help to 

determine if a modification needs to be made. As problems are detected, some problems 

can only be minimized while others can be fixed to improve the accuracy of the model. 

Multicollinearity shows if the independent variables are highly correlated. Calculate the 

coefficient of correlation, and if it is close to 1 or -1, it is highly correlated (Mendenhall 

& Sincich, 2003). 

Threats to Validity 

Validity refers to whether the research methods, observations, and conclusions 

provide an accurate reflection of the study (Broniatowski & Tucker, 2017; Hamade, 

2021). Validity is addressed on several levels: external, internal, and construct validity. 

External validity refers to the generalizability of the outcomes. Internal validity refers to 

whether the experimental condition has sufficient evidence to support the claim. 

Construct validity refers to how the concepts and hypotheses are tested (Yu, 2021). 

External Validity 

External validity refers to the extent the study results are generalized to a larger 

group (Stadtlander, 2013, 2017a). External validity threats limit the ability to generalize 

results (Cruzes & Othmane, 2017; Jadhav, 2021). Participants are employees of a United 

States-based information technology company that supports both commercial and 
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government agencies. Participation was on a voluntary basis. The survey questions were 

different without repetition.  

External validity is the ability to apply the conclusions across the different 

contexts, populations, and settings (Broniatowski & Tucker, 2017; Hamade, 2021). For 

experimental design, power analysis is important. The goal is to determine the sample 

size required to detect an effect of a given size with a given degree of confidence. 

Hypothesis testing looks at sample size, effect size, and variability to produce the ρ-

value. The ρ-value determines statistical significance or power. The t-test for power 

analysis in SPSS version 28 shows a sample size of 150, standard deviation of 2, effect 

size of 1 with .05 significance, and actual power of .093. The power analysis prevents 

Type I (false positive) or Type II (false negative) from happening in hypotheses. The 

power analysis answers the question, if there is enough power in my sample to draw 

conclusions (Frost, 2021; McLeod, 2019). 

Internal Validity 

There are five potential threats to the internal validity of this study: (a) history, (b) 

maturation, (c) instrumentation, (d) statistical regression, and (e) selection of subjects 

(see Stadtlander, 2013). Internal validity reflects consistency between survey results and 

the hypotheses (Broniatowski & Tucker, 2017; Hamade, 2021). This study was a point-

in-time study versus a longitudinal study, thus eliminating a history threat. The 

participants completed the survey in a similar timeframe. Studies were not conducted at 

different times, creating different results, which eliminates the mutation threat. The single 

survey took ten to twelve minutes and could be completed in one session. Questions 
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differed with no repetition eliminating the testing threat. There were no significant 

differences between survey participants. The population was homogeneous. The survey 

was sent to all participants at the same time. Consent was given, and no other influences 

were placed on survey answers. No other references were needed to complete the survey. 

The survey was not time consuming and completed in one session. This mitigated the 

lack of motivation threat. 

Three instruments were combined, and questions were adapted for this research 

study to form one survey instrument. The standard deviation for self-efficacy was .98, 

usability .78, and technical readiness .60. The mean of each variable self-efficacy 2.16, 

usability 2.07, and technical readiness 3.67. Descriptive statistics were used to analyze 

the demographic questions in the survey. The null hypothesis was tested using regression 

analysis. The p-value of 0.05 was used to accept or reject the null hypothesis. 

Construct Validity 

Construct validity refers to the researcher believing the dependent and 

independent variables accurately represent the theoretical concept of the study (Cruzes & 

Othmane, 2017; Jadhav, 2021; Stadtlander, 2017b). The survey combined three 

instruments. The first instrument was for computer self-efficacy, the second for usability, 

and the final for technical readiness. Each of the three instruments used had high 

reliability and validity for the variable to be operationalized. The new combined 

instrument had high reliability and validity as well. The survey questions were clear and 

stood alone. No repetition or similar questions cause different answers to similar 

questions. Participants took the survey in similar timeframes, which addressed the threat 
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of treatment testing. The survey started with a brief description and a request for 

completion. The participants did not know the hypotheses, so it did not influence their 

answers. If participants partially completed the survey, more than 70% of the survey 

questions would need to be completed for retention. 

Ethical Procedures 

The Walden University IRB approval number for this study is 04-20-22-0060574, 

which expires when this research concludes. Participants received an introduction to the 

survey topic and criteria for the survey. All information was anonymous. If participants 

want a copy of the executive summary, they provide an email address to receive the copy 

of the summary. Since the population was a convenience sampling, it is important to 

respect the participants and not take advantage of the situation. The survey should not 

cause any physical or emotional harm; however, participants were given the Employee 

Assistance Program (EAP) number if they would like to discuss the survey or their 

experience of participating. Data were stored on the SurveyMonkey website requiring a 

username and password to retrieve as well as a removable thumb drive locked in a file 

cabinet at the researcher’s residence. The data were available to the researcher and 

academic instructors, who may provide guidance during the data analysis. I must retain 

the data in a confidential, secure manner for 5 years beyond the Walden University Chief 

Academic Officer’s approval unless otherwise indicated by the Walden University IRB.  

Summary 

An analysis was completed by creating multiple regression models using a 

quantitative research method. Each model was reviewed with regression assumptions 
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(i.e., collinearity, normality of residuals, linearity, and homoscedasticity). Once 

evaluated, stepwise regression was used to determine significant predictors. Each model 

added or deleted variables based on the significance of the study. In Chapter 4, the 

analysis will show step-by-step how the models have been configured and the statistical 

significance for the next stepwise regression. Graphs will visually assist in seeing outliers 

and correlations. 
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Chapter 4: Results  

The purpose of this quantitative, correlational study was to examine how 

computer self-efficacy and usability determine technical readiness in hourly and exempt 

information technology support employees in the United States. The research questions 

addressed the relationship between computer self-efficacy and technical readiness; the 

relationship between usability and technical readiness; and the relationship of computer 

self-efficacy, usability, and technical readiness between hourly and exempt information 

technology support employees in the United States. In Chapter 4, the data collection and 

analysis, such as how models were created and determining significance for inclusion or 

non-significance for exclusion, will be discussed. 

Pilot Study 

A pilot study was conducted to determine the clarity of the after-scenario 

questionnaire and the computer self-efficacy scale for adults, as well as the added 

demographic questions. Participants were recruited within one service desk for 

convenience purposes. A total of 20 employees participated in the pilot study. For most 

student questionnaires, this means that the minimum number for a pilot is 10, although 

for large surveys, between 100 and 200 responses are usual (Dillman et al., 2009; Fink, 

2013; Saunders et al., 2016). No generalizable knowledge was obtained from the pilot 

study. The pilot study was only done to test the procedures, questions, and delivery 

method of electronic survey questionnaires. One adjustment was made to the 

questionnaire. If the participant did not consent, it was stuck on the consent question. If 
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the participant answered no to consent, a page was presented to say, “No further 

questions.  Thank you for participating!” 

Data Collection 

Data collection summarizes the timeframe for participation, channel, and steps to 

prepare for analysis. If data were missing, the criterion was determined for inclusion or 

exclusion. The data was exported from SurveyMonkey to SPSS for final analysis. 

Screening for Eligibility 

Data were collected from April 30, 2019, to July 29, 2021, with 154 individuals 

accessing the survey. One individual did not consent, leaving 153 cases. Because the 

majority of items are about ServiceNow, the three individuals who answered that they 

had “Never” used ServiceNow were eliminated from further analysis, leaving 150 cases. 

The four who did not respond to this item also had missing data on all other items except 

the consent item for which one did not consent, previously accounted for above, leaving 

147 cases. 

Missing Data 

The survey contained 60 key items that were part of one of the subscales. Of the 

147 eligible cases, one had missing data on 33 items and was eliminated from further 

analysis. See Table 1 for details on the nine composite scores, the number of items for 

each composite, and the number of items a participant needed to answer to address the 

missing data. Two participants had missing data on all four items for Technical Readiness 

Index 2.0 optimism, one other missed all four items for technical readiness index 

innovativeness, and one missed two of the four items for technical readiness index 
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discomfort. All four cases were removed from further analysis, leaving the sample at N = 

142. For the participants having missing data but enough to qualify for eligibility, the 

mean for the subscale was calculated and imputed. After imputing participant-specific 

missing data with their mean on the subscale, the missing data table showed zero missing. 

Table 1 

 

Minimum Responses for Eligibility 

Composite 
# of 

items 

# of items with a 

response required to 

replace missing data 

Incident management 9 6 

Knowledge management 7 5 

Dashboard management 9 6 

Usability 1 12 9 

Usability 2 7 5 

TRI optimism 4 3 

TRI innovativeness 4 3 

TRI discomfort 4 3 

TRI insecurity 4 3 

  

Data Cleaning 

Initial data cleaning included (a) reverse item coding, (b) initial subscale 

computations, (c) screening for multivariate outliers, and (d) screening for univariate 

outliers. The four technical readiness index discomfort items and the four technical 

readiness index insecurity items were reverse-coded. If a participant selected 1= Strongly 

Disagree, for the same participants, it shows 5= Strongly Disagree. Each of the nine 

subscales and the three total scores were computed as mean composites of the items 
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associated with each subscale. A preliminary run of reliability was conducted to ensure 

there were no major issues that would affect initial subscale computations. Initial 

reliabilities ranged from Cronbach’s α of .77 to .96, so there were no initial concerns.  

Multivariate outliers were examined following Tabachnick and Fidell’s (2007) 

procedure of regressing a random variable on the nine key subscales. For nine subscales 

(i.e., df = 9), the critical chi-square value for Mahalanobis, at alpha = .001, is 27.877. The 

maximum observed Mahalanobis value was 43.064 exceeding the critical value. From the 

partial frequency output and the histogram (see Table 2), three cases have values above 

27.877 and are substantially discontinuous with the rest of the distribution. The three 

cases were eliminated from further analysis: new valid N = 139. The multivariate outlier 

screen was re-run with 139 cases, and the maximum Mahalanobis value was 31.398, 

which was substantially discontinuous with the distribution, and one was removed from 

the analysis. This additional case was removed from further analysis. Results of the third 

run show a continuous distribution, so all the multivariate outliers across the nine key 

study variables have been eliminated (see Figure 2). 
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Figure 2 

 

Multivariate Outliers Removed From Further Analysis  

 

 

The nine key subscales and the three total scores were recomputed, and the 

pertinent descriptive statistics for the standardized version (i.e., z score). Three of the 

subscales (SN Incident Management, Technical Readiness Index Innovativeness, and 

Technical Readiness Index Optimism) had standardized scores greater than the ±3.29 

cutoff (Tabachnick & Fidell, 2007). These were removed from further analysis. The new 

valid was N = 136. Regressions for each model were conducted to identify any cases with 

standardized residuals exceeding ±3.29. Across all of the models, there were no outlier 

cases with standardized residuals ranging from -2.80 to 2.56. 
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Study Results 

In this study, the three research questions were: (1) What is the relationship 

between computer self-efficacy and technical readiness, (2) What is the relationship 

between usability and technical readiness, and (3) What is the relationship between 

computer self-efficacy, usability, and technical readiness? The quantitative method 

approach used regression analysis to show correlation. All four models for computer self-

efficacy and usability were significant predictors of technical readiness. This opens the 

door for further research on how employers, service providers, and organizations can 

assist their users in improving computer skills and technical troubleshooting skills to 

increase their computer self-efficacy and usability scores leading to technical readiness. 

Descriptive Statistics 

The study had most (64.9%) identified as male. For race, 71.1% identified as 

White/Caucasian. Age was distributed as 23.7% from 18-29 years old, 40.7% from 30-44 

years old, 31.9% from 45-59 years old, and 3.7% at 60 years old or above. Education was 

represented with most having some college (33.6%) or an associate degree (27.9%; see 

Table 2). Work-related demographics were collected as well. They were computer skill 

level, department, tenure, and ServiceNow use. The sample identified as mostly advanced 

computer skill level service desk employees with 1 to 5 years of experience using 

ServiceNow (see Table 3). 
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Table 2  

 

Personal Demographics of Participants 

 

Demographic Frequency Percent Valid percent 

Gender    

Male 87 64.0 64.9 

Female 45 33.1 33.6 

Not identify as male or female 2 1.5 1.5 

Missing 2 1.5  

Race    

White/Caucasian 96 70.6 71.1 

American Indian or Alaskan Native 1 0.7 0.7 

African American 17 12.5 12.6 

Asian 2 1.5 1.5 

Hispanic 9 6.6 6.7 

Multiple races 10 7.4 7.4 

Missing 1 0.7  

Age    

18-29 32 23.5 23.7 

30-44 55 40.4 40.7 

45-59 43 31.6 31.9 

60+ 5 3.7 3.7 

Missing 1 0.7  

Education    

High school diploma or GED 7 5.1 5.1 

Some college, no degree 47 34.6 34.6 

Associate 31 22.8 22.8 

Bachelor 38 27.9 27.9 

Graduate 13 9.6 9.6 
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Table 3 

 

Work-Related Demographics of Participants 

Demographic Frequency Percent Valid percent 

Computer skills    

Low (beginner) 3 2.2 2.2 

Intermediate (average) 44 32.4 32.4 

High (advanced) 89 65.4 65.4 

Department    

Service desk 63 46.3 47.0 

Financial 1 0.7 0.7 

IT 60 44.1 44.8 

Project management 6 4.4 4.5 

Government 1 0.7 0.7 

All Other 2 1.5 1.5 

Missing 2 1.5  

Tenure    

Less than a year 28 20.6 20.6 

1-5 years 73 53.7 53.7 

6-10 years 18 13.2 13.2 

11-15 years 9 6.6 6.6 

16-20 years 4 2.9 2.9 

More than 20 years 4 2.9 2.9 

Years of ServiceNow    

Less than a year 37 27.2 27.2 

1-5 years 94 69.1 69.1 

6-10 years 4 2.9 2.9 

More than 10 years 1 0.7 0.7 
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Reliability  

Total Management 

The reliability was calculated on each subscale. ServiceNow incident 

management had a Cronbach’s α = .83 with an average inter-item correlation of .36, 

ranging from .14 to .64; ServiceNow knowledge management had a Cronbach’s α = .87 

with an average inter-item correlation of .54, ranging from .35 to .95; and, ServiceNow 

dashboard management had a Cronbach’s α = .96 with an average inter-item correlation 

of .72, ranging from .52 to .89. The subscale had excellent reliability with Cronbach’s α = 

.93 with an average inter-item correlation of .35, ranging from -.09 to .95 (see Table 5). 

Six of the 300 pairwise correlations among the 25 items had negative correlations that 

technically violate scale additivity, but the negative correlations were very small, at -.001, 

-.003, -.066, -.007, and -.012, not statistically significant, and scale reliability could not 

be substantially improved by eliminating any items (see Table 6, which shows the 

minimum and maximum values, the mean, median and standard deviation), so all 25 

items were retained to compute the total management score (see Table 5).  

Usability 

Usability #1 had a Cronbach’s α= .87 with an average inter-item correlation of 

.37, ranging from .10 to .84. Usability #2 had a Cronbach’s α= .83 with an average inter-

item correlation of .42, ranging from .07 to .70 (see Table 5). The total usability score 

had a Cronbach’s 𝛼 = .90 with average inter-item correlations of .33, ranging from -.09 to 

.84. One of the 171 pairwise correlations among the 19 items had a negative correlation 

that technically violates scale additivity, but the negative correlation was very small, at -
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.087, not statistically significant, and scale reliability could not be substantially improved 

by eliminating any items (see Table 7), so all 19 items were retained to compute the total 

usability score (see Table 6). 

Technical Readiness Index 2.0 

Only the Technical Readiness Index total score (see Table 6) was used in the 

regression analyses; reliability for the four subscales is provided for descriptive 

informational purposes only. In Table 6, Pearson’s coefficient tests if two variables have 

any kind of relationship, and the p-value tells if the result of the experiment is statistically 

significant. The Technical Readiness Index optimism had a Cronbach’s α = .86 with an 

average inter-item correlation of .61, ranging from .57 to .70. The Technical Readiness 

Index Innovation had a Cronbach’s 𝛼 = .85 with an average inter-item correlation of .60, 

ranging from .51 to .71. The Technical Readiness Index discomfort had a Cronbach’s α = 

.85 with average inter-item correlation of .59, ranging from .52 to .69. The Technical 

Readiness Index insecurity had a Cronbach’s α = .78 with average inter-item correlations 

of .47, ranging from .35 to .64 (see Table 4). One of the 120 pairwise correlations among 

the 12 items had a negative correlation that technically violates scale additivity, but the 

negative correlation was very small, not statistically significant, and scale reliability 

could not be substantially improved by eliminating any items, so all 12 items were 

retained to computer the Technical Readiness Index total score (see Table 6). The total 

Technical Readiness Index score had Cronbach’s α = .84 with average inter-item 

correlations of .26, ranging from -.06 to .71. 
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Table 4 

 

Reliability of the ServiceNow and Technology Readiness Index (TRI) Scales 

   Inter-item correlations 

Scale/subscale α # Items M Min Max 

ServiceNow 

management total 
.93 25 .35 -.09 .95 

Incident 

management 
.83 9 .36 .14 .64 

Knowledge 

management 
.87 7 .54 .35 .95 

Dashboard 

management 
.96 9 .72 .52 .89 

ServiceNow 

usability total 
.90 19 .33 -.09 .84 

Usability #1 .87 12 .37 .10 .84 

Usability #2 .83 7 .42 .07 .70 

TRI total .84 16 .26 -.06 .71 

Optimism .86 4 .61 .57 .70 

Innovativeness .85 4 .60 .51 .71 

Discomfort 

(reversed) 
.85 4 .59 .52 .69 

Insecurity 

(reversed) 
.78 4 .47 .35 .64 

Note. α = Cronbach’s alpha; N = 136. 
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Table 5 

 

Descriptive Statistics of AQ-27 and SAM Subscales 

Scale/subscale M SD MDN Min Max S K 

ServiceNow management 

total 
4.92 0.88 5.08 2.36 6.00 

-0.61 -0.54 

Incident management 5.44 0.71 5.78 3.22 6.00 -1.35 0.90 

Knowledge management 5.07 1.00 5.31 2.00 6.00 -0.89 -0.10 

Dashboard management 4.29 1.54 4.61 1.00 6.00 -0.77 -0.49 

ServiceNow usability total 4.98 0.74 5.05 2.84 6.00 -0.60 -0.19 

Usability #1 4.86 0.85 5.00 2.42 6.00 -0.62 -0.18 

Usability #2 5.19 0.76 5.43 2.71 6.00 -0.92 0.26 

TRI total 3.71 0.57 3.66 1.94 5.00 0.16 0.02 

Optimism 4.43 0.65 4.75 2.25 5.00 -0.99 0.05 

Innovativeness 4.04 0.84 4.25 1.50 5.00 -1.12 0.92 

Discomfort (reversed) 3.68 0.97 3.75 1.00 5.00 -0.51 -0.10 

Insecurity (reversed) 2.69 0.93 2.50 1.00 5.00 0.64 0.32 

Note. S = skewness; K = kurtosis. 
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Table 6 

 

Correlation Matrix of Key Study Variables 

 1 2 3 4 5 6 7 8 9 10 11 12 

1  .70 .78 .86 .73 .75 .48 .20 -0.1 .47 .00 .08 

2 .000  .64 .32 .55 .47 .54 .32 .10 .36 .24 .14 

3 .000 .000  .43 .55 .51 .46 .25 .03 .43 .08 .13 

4 .000 .000 .000  .62 .71 .28 .05 -.08 .36 -.15 -

.01 

5 .000 .000 .000 .000  .95 .82 .35 .26 .45 .13 .13 

6 .000 .000 .000 .000 .000  .60 .28 .20 .44 .05 .09 

7 .000 .000 .000 .000 .000 .000  .39 .30 .35 .24 .17 

8 .017 .000 .003 .588 .000 .001 .000  .59 .63 .70 .75 

9 .933 .231 .688 .373 .002 .019 .000 .000  .38 .14 .25 

10 .000 .000 .000 .000 .000 .000 .000 .000 .000  .15 .23 

11 .966 .005 .363 .091 .146 .599 .004 .000 .095 .092  .45 

12 .380 .112 .134 .922 .119 .275 .042 .000 .003 .008 .000  

Key 

1 ServiceNow management total 

2 Incident management 

3 Knowledge management 

4 Dashboard management 

5 ServiceNow usability total 

6 Usability #1 

7 Usability #2 

8 TRI total 

9 Optimism 

10 Innovativeness 

11 Discomfort (reversed) 

12 Insecurity (reversed) 

Note. Upper diagonal contains Pearson correlation coefficients; lower diagonal contains 

two-tailed p values (interpret .000 as < .001). 
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Covariate Screening 

Several of the demographic variables had to be recoded into fewer categories 

because of the extremely low frequency of cases in some of the original categories that 

violate ANOVA assumptions. Gender was recoded to only include males and females 

(see Table 7). Race was recategorized into two levels: White/Caucasian and All Other 

Races. Computer Skills combined Low and Intermediate into a single category and were 

compared to the High category. The department was re-coded into three categories: (a) 

Service Desk, (b) IT, and (c) All Other. Years of Service Now use was recoded into three 

categories: less than a year, 1–5 years, and 6 or more years (see Table 4). In Table 7, the 

variables show a p-value greater than 0.05, which is not statistically significant and were 

not included in future regression analysis. 
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Table 7 

 

Personal Demographics Covariate Screening ANOVA Group Mean Difference on  

Technical Readiness Index Total 

Variable M SD F P ƞ2 

Gender      

Male 3.71 0.55 F(1,132) 
.753 .001 

Female 3.68 0.55 = 0.10 

Race      

White/Caucasian 3.69 0.52 F(1, 134) 
.422 .005 

All other races 3.77 0.69 = 0.65 

Age      

18-29 3.84 0.60  

.194 .035 
30-44 3.73 0.60 F(3, 131) 

45-59 3.56 0.48 = 1.59 

60+ 3.71 0.73  

Education      

High school diploma or 

GED 
3.54 0.54 

F(4, 131) 

= 0.31 
.874 .009 

Some college, no degree 3.74 0.53 

Associate 3.77 0.62 

Bachelor 3.67 0.62 

Graduate 3.69 0.56 

Of the four personal demographic variables and four work-related demographic 

variables, only the two-category computer skills were statistically significant (see Table 

8) related to the total technical readiness index score. The group that rated themselves 

high in computer skills had a mean score of 3.83, which had higher technical readiness 

index total scores than those in the combined low or intermediate group at a mean of 

3.49.  
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Table 8 

 

Work-Related Demographics Covariate Screening ANOVA Group Mean Difference on 

Technical Readiness Index Total 

Demographic M SD F P ƞ2 

Computer skills      

Low or intermediate 3.49 0.51 F(1, 134) 
.001 .082 

High  3.83 0.57 = 11.96 

Department      

Service desk 3.72 0.52 
F(2, 131) 

= 1.72 
.183 .026 IT 3.77 0.58 

All Other 3.43 0.78 

Tenure      

Less than a year 3.58 0.48 

F(5, 130) 

= 1.24 
.294 .046 

1-5 years 3.78 0.54 

6-10 years 3.62 0.70 

11-15 years 3.85 0.71 

16-20 years 3.27 0.34 

More than 20 years 3.88 0.83 

Years of ServiceNow      

Less than a year 3.53 0.51 
F(2, 133) 

= 2.88 
.060 .042 1-5 years 3.79 0.58 

6 or more years 3.60 0.57 
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Regression Assumptions 

The 12 regression models were examined for regression assumptions. Collinearity 

(Max rij in Table 9) was indexed by the largest correlation among the predictors in a 

model and the smallest tolerance value indexed multicollinearity. When there are two or 

more predictors in a model, if predicted, each predictor is, by all the other predictors in 

the model, an R2 value (i.e., the proportion of variance of a predictor that is predicted by 

other predictors). The tolerance of the proportion of the variance of a predictor is “not” 

predicted by the other predictors (1-R2). Collinearity can affect regression results when 

predictors are correlated at about .70 or higher, and multicollinearity can affect regression 

results when tolerance is about .51 or lower. Model 1.2 contained incident management, 

knowledge management, and dashboard management, in which tolerance was .53 for 

knowledge management. Model 3.1 contained total management, and total usability 

correlated at .73 with tolerance = .47. Model 3.2 contained incident management, 

knowledge management, dashboard management, usability #1, and usability #2. The 

largest correlation of .71 was between dashboard management and usability #1. In all 

three models, collinearity and tolerance created a suppression effect (see Cohen, 1988; 

Tabachnick & Fidell, 2007). The regression results are discussed further for each model. 

Maximum Mahalanobis distance is reported in Table 10 for all models, and no 

cases exceeded the critical value, so no multivariate outliers affected the regression 

results. Also in Table 10 are the lowest and highest standardized residuals, and none of 

the models had standardized residuals near the cutoff of ±3.29. The normality of residuals 

for each model can be statistically evaluated by the skewness and kurtosis values. The 
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largest skewness value was 0.25, and the largest kurtosis value was 0.57. These are well 

below the upper limits to conclude normal distribution.  

The avg % column refers to the coefficient of variables, which represents the 

average % of residual (or error) deviation from the mean of the technical readiness index 

total. The avg % calculation is the standard deviation of the unstandardized residual value 

divided by the mean of the technical readiness index total (M = 3.71). Well-fitting 

models have avg % values below 10% (Baguley, 2008). By this standard, none of the 12 

models in the analysis are well-fitting, with the avg % ranging from 13.7% to 15.1%. The 

R2 is the proportion of variance in the technical readiness index total accounted for by the 

predictors, ranging from .04 (4%) to .20 (20%). R2 values of .02 are considered small, .13 

medium, and .26 large (Cohen, 1988). 
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Table 9 

 

Summary of Statistics of Regression Assumptions in Predicting Technical Readiness 

Index Total 

     Standardized 

residual 

Unstandardized residual 

RQ model R2 Max rii Tol Mah Low High S K SD Avg % 

1.1 .04 Na Na 8.53 -2.80 2.41 0.16 -.019 .56 15.1 

1.2 .11 .64 .53 14.87 -2.25 2.31 0.20 -.054 .54 14.6 

1.3 .10 Na Na 9.64 -2.26 2.36 0.24 -0.52 .54 14.6 

1.4 .14 .31 .90 12.81 -2.21 2.20 0.14 -0.57 .53 14.3 

2.1 .12 Na Na 8.36 -2.61 2.56 0.25 -0.16 .54 14.6 

2.2 .15 .60 .64 12.42 -2.69 2.36 0.20 -0.24 .53 14.3 

2.3 .15 Na Na 10.65 -2.76 2.34 0.18 -0.26 .53 14.3 

2.4 .20 .17 .97 12.31 -2.56 2.68 0.22 -0.28 .51 13.7 

3.1 .13 .73 .47 11.09 -2.65 2.53 0.25 -0.14 .54 14.6 

3.2 .20 .71 .31 20.86 -2.20 2.19 0.23 -0.54 .51 13.7 

3.3 .15 Na Na 10.65 -2.76 2.34 0.18 -0.26 .53 14.3 

3.4 .20 .17 .97 12.31 -2.56 2.68 0.22 -0.28 .51 13.7 

Note. 1.1 = total management; 1.2 = incident management, knowledge management, 

dashboard management; 1.3 = incident management; 1.4 = incident management, 

computer skills; 2.1 = total usability; 2.2 = usability #1, usability #2; 2.3 = usability #2; 

2.4 = usability #2, computer skills; 3.1 = total management, total usability; 3.2 = incident 

management, knowledge management, dashboard management, usability #1, usability #2; 

3.3 = usability #2; 3.4 = usability #2, computer skills. 

Research Question 1 

What is the relationship between computer self-efficacy and technical readiness in 

hourly and exempt information technology support employees in the United States? 

Computer self-efficacy (total management score) and technical readiness index total 

score regression answered this question. All four models were statistically significant (see 

Table 10). In Model 1, the total management score accounted for 4.1% of the variance in 

technical readiness index total scores. For each one-point increase in total management 

score, the technical readiness index total score was predicted to increase by 0.13 points. 
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In Model 2, the three management subscales in which only incident management was 

statistically significant, uniquely accounting for 4.3% of the variance in technical 

readiness index total scores. The 4.3% comes from 100 x sr2; sr2 is the squared semi-

partial correlation. The sr2 is the proportion of variance in the dependent variable that a 

particular predictor explains individually, while holding constant the other predictors in 

the model. 

Table 10 

 

RQ1 Summary of Regression Results for All Models Predicting Technical Readiness 

Index Total 

    95% CI   

Predictor R2 b SEb Lower Upper p sr2 

Model 1a .041       

Constant  3.06 .28 2.51 3.60 < .001  

Total 

management 

 0.13 .06 0.02 0.24 .017 .041 

Model 2b .112       

Constant  2.33 .36 1.61 3.04 < .001  

Incident 

management 

 0.22 .09 0.05 0.39 .013 .043 

Knowledge 

management 

 0.07 .07 -0.06 0.20 .283 .008 

Dashboard 

management 

 -0.04 .03 -0.10 0.03 .308 .007 

Model 3c .101       

Constant  2.32 .36 1.61 3.04 < .001  

Incident 

management 

 0.26 .07 0.13 0.39 < .001 .101 

Model 4d .140       

Constant  2.44 .36 1.01 3.04 < .001  

Incident 

management 

 0.20 .07 0.07 0.34 .003 .058 

Computer 

skill 

 0.25 .10 0.05 0.45 .016 .039 

Note. sr2 = squared semipartial correlation. 

a F(1, 134) = 5.79, p <.001 

b F(3, 132) = 5.57, p <.001 

c F(1, 134) = 15.06, p < .001 

d F(2, 133) = 10.81, p < .001 
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In Model 2, dashboard management is a suppressor. Dashboard management had 

a positive but near zero simple correlation with the technical readiness index total. 

However, in the regression, the b-weight is positive, but the partial and part correlations 

are negative. This change in the sign for dashboard management is caused by their very 

small correlation of .047 with the technical readiness index total and medium-sized 

correlations of .324 and .434 with incident management and knowledge management, 

respectively. In effect, dashboard management suppresses “irrelevant” variance in the 

other two predictors and actually “enhances” their predictive capacities of the technical 

readiness index total. This is seen in the change of b-weights in a sequential regression. 

Incident management was entered first individually; the b-weight was .22. Then, 

knowledge management was added incident management’s b-weight decreased to .211—

this is as it should be because knowledge management and incident management 

positively correlated at .640; that part of their shared variance that is related to technical 

readiness index total is now proportioned, some to knowledge, some to an incident, so 

knowledge management b-weight must decrease. Then, however, when dashboard 

management enters, knowledge management b-weight increases from .211 to .217, and 

incident management increases from .049 to .070—dashboard management made both 

better predictors of the technical readiness index total. Technically, dashboard 

management correlates with the error in both incident and knowledge management (i.e., 

the technical readiness index total residual). 

Model 3 was a stepwise regression that only entered statistically significant 

predictors. Incident management was the only one that entered, accounting for 10.1% of 
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the variance in technical readiness index total scores. Model 4 was also a stepwise 

regression but included the covariate of computer skill. Both incident management and 

computer skills were statistically significant, uniquely accounting for 5.8% and 3.9%, 

respectively, of the variance in technical readiness index total scores. Overall, Model 4 

was the best of the four models accounting for 14% (i.e., 100 x R2) of the variance in 

technical readiness index total scores. 

Research Question 2 

What is the relationship between usability and technical readiness in hourly and 

exempt information technology support employees in the United States? All four models 

were statistically significant (see Table 11). In Model 1, the total usability score 

accounted for 12.1% of the variance in technical readiness index total scores. Model 2 

was a standard regression that forced both usability subscale predictors in the model. 

Usability #2 was the only one statistically significant, uniquely accounting for 7.8% of 

the variance in technical readiness index total scores. 

Model 3 was a stepwise regression in which usability #2 was the only predictor 

that entered and accounted for 15.2% of the variance in technical readiness index total 

scores. The difference in the squared semi-partial correlation in Model 3 was 23.96 

compared to Model 2 at 12.15, which is about twice as much as predicted. The increase is 

because it did not have to portion off shared variance with Usability #1 (Usability #1 and 

Usability #2 correlated at .602). Model 4 was a stepwise test that also included computer 

skills. Usability #2 and computer skills combined accounted for 20.2% of the variance in 

the technical readiness index total (which was the best of the four models) and uniquely 



91 

 

accounted for 12% and 5%, respectively, of the variance in the technical readiness index 

total scores. 

Table 11 

 

RQ2 Summary of Regression Results for All Models Predicting Technical Readiness 

Index Total 

    95% CI   

Predictor R2 b SEb Lower Upper p sr2 

Model 1a .121       

Constant  2.37 .32 1.74 2.99 < .001  

Total usability  0.27 .06 0.15 0.40 < .001 .121 

Model 2b .154       

Constant  2.12 .33 1.47 2.77 < .001  

Usability #1  0.05 .07 -0.09 0.18 .509 .003 

Usability #2  0.27 .08 0.12 0.41 .001 .078 

Model 3c .152       

Constant  2.18 .32 1.56 2.81 < .001  

Usability #2  0.30 .06 0.18 0.41 < .001 .152 

Model 4d .202       

Constant  2.15 .31 1.54 2.76 <. 001  

Usablity #2  0.27 .06 0.15 0.38 < .001 .120 

Computer skill  0.27 .09 0.09 0.46 < .001 .050 

Note. sr2 = squared semipartial correlation. 

a F(1, 134) = 18.47, p < .001 

b F(2, 133) = 12.15, p < .001  

c F(1, 134) = 23.96, p < .001 

d F(2, 133) = 16.83, p < .001 

Research Question 3 

What is the relationship of computer self-efficacy, usability, and technical 

readiness between hourly and exempt information technology support employees in the 

United States? All four models were statistically significant (see Table 12). Model 1 used 

the total management and total usability variables, and only total usability was 

statistically significant, uniquely accounting for 8.5% of the variance in the technical 

readiness index total scores. Model 2 used the three management subscales and the two 
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usability subscales in a standard regression that forced all five to enter. Dashboard 

management and usability #2 were the only statistically significant predictors that 

accounted for 2.6% and 2.5% of the variance in technical readiness index total scores. 

However, this involved a suppression effect in which dashboard management changed 

the sign from a positive correlation with the technical readiness index total to a negative 

correlation (and negative b-weight) and enhanced the b-weights of all other predictors 

except usability #2. The enhancement was most notable for usability #1, increasing from 

a b-weight of .019 to .150 when dashboard management was added (an 87.3% increase in 

predictive ability, though it was still not statistically significant). Knowledge 

management increased by 60.6% in predictive ability from .013 to .033, but it also was 

not statistically significant. Dashboard management was statistically significant, p = .043, 

which makes interpretation complicated. As noted before, dashboard management had an 

extremely low simple correlation of just .047 with the technical readiness index total and 

had medium to large correlations with the other predictors. The change in the dashboard 

management sign indicated that it correlated with the error variance in the other 

predictors. Particularly with usability #1 and knowledge management, and, therefore, was 

able to account for variance uniquely negatively in the technical readiness index total that 

could not be accounted for by the other predictors.  
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Table 12 

 

RQ3 Summary of Regression Results for All Models Predicting Technical Readiness 

Index Total 

    95% CI   

Predictor R2 b SEb Lower Upper p sr2 

Model 1a .126       

Constant  2.41 .32 1.78 3.04 < .001  

Total management  -0.07 .08 -0.22 0.08 .375 .005 

Total usability  0.33 .09 0.15 0.51 < .001 .085 

Model 2b .195       

Constant  1.74 .38 0.98 2.50 < .001 .009 

Incident management  0.11 .09 -0.07 0.28 .228 .002 

Knowledge maangement   0.03 .06 -0.09 0.16 .604 .026 

Dashboard management  -0.09 .04 -0.18 -0.01 .043 .015 

Usability #1  0.15 .10 -0.04 0.34 .119 .025 

Usability #2  0.17 .08 0.01 0.34 .045  

Model 3c .152       

Constant  2.18 .32 1.56 2.81 < .001  

Usability #2  0.30 .06 0.18 0.41 < .001 .152 

Model 4d .190       

Constant  2.15 .31 1.54 2.76 < .001  

Usability #2  0.27 .06 0.15 0.38 < .001 .120 

Computer skill  0.27 .09 0.09 0.46 .004 .050 

Note. sr2 = squared semipartial correlation. 

a F(2, 133) = 9.62, p < .001 

b F(5, 130) = 6.28, p < .001  

c F(1, 134) = 23.96, p < .001 

d F(2, 133) = 16.83, p < .001 

Summary 

In Chapter 4, the data analyses show that all models for each research question 

were significant. There were three most significant models for the research study. For 

research question #1 regarding computer self-efficacy and technical readiness, Model 4, a 

stepwise regression that included the covariate of computer skills, was most significant. 

Both incident management and computer skills were statistically significant, uniquely 

accounting for 5.8% and 3.9%, respectively, of the variance in technical readiness index 
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total scores. Overall, Model 4 was the best of the four models accounting for 14% (i.e., 

100 x R2) of the variance in technical readiness index total scores. For research question 

#2 regarding usability and technical readiness, Model 4 was a stepwise regression that 

also included computer skills. Usability #2 and computer skills combined accounted for 

20.2% of the variance in the technical readiness index total and uniquely accounted for 

12% and 5.0%, respectively, of the variance in technical readiness index total scores. For 

research question #3, dashboard management was a suppressor and had a negative impact 

on the technical readiness index total score; however, it is correlated with the error 

variance in the other predictors, particularly with usability #1 and knowledge 

management and, therefore, was able to account for variance uniquely negatively in 

technical readiness index total that the other predictors could not account. In Chapter 5, 

the discussion comprises a summary of the data analyses along with recommendations for 

further research and the conclusions of this study. 
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Chapter 5: Discussion, Conclusions, and Recommendations 

The purpose of this quantitative, correlational study was to examine how 

computer self-efficacy and usability determine technical readiness in hourly and exempt 

information technology support employees in the United States. With the pandemic, the 

workplace landscape has changed (Kniffin et al., 2021), and predictions have indicated 

that remote work by the year 2025 will surpass onsite work (Shutters, 2021). As 

employers implement technology to support a remote workplace, employees play a 

critical role in how they adopt the new technology. Employees involved in decision-

making processes are more motivated, satisfied, and engaged in their jobs (Peatman, 

2021). Employers allowing employees to get familiar with software or participate in 

usability testing may increase their technical readiness (Knight, 2015).  

The study findings indicated the significance of computer self-efficacy and 

usability being predictors for technical readiness. There were subscales for ServiceNow 

management and usability to determine the predictors of the technical readiness index 

score. For Model 1, only total usability was statistically significant, accounting for 8.5% 

of the variance in technical readiness index total scores. Model 2 used the three 

management subscales and the two usability subscales in a standard regression that 

forced all five to enter. Dashboard management and usability #2 were the only 

statistically significant predictors that accounted for 2.6% and 2.5% of the variance in 

technical readiness index total scores. Dashboard management created a suppression 

effect in which dashboard management changed from a positive correlation with the 
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technical readiness index total to a negative correlation (and negative b-weight) and 

enhanced the b-weights of all the other predictors except usability #2. 

Interpretation of Findings 

This correlational study from a sociotechnical system view has two independent 

variables. One for the technical aspect, usability, and one for the human aspect, self-

efficacy. The dependent variable was technical readiness. The literature review 

highlighted previous findings supporting the contribution of computer self-efficacy and 

usability as predictors of technical readiness. For example, Okuonghae et al. (2021) 

studied technical readiness and computer self-efficacy as predictors of e-learning 

adoption by library and information science students in Nigeria. Findings showed high 

scores for technical readiness, computer self-efficacy, and e-learning adoption. 

Research Question 1 

This question inquired about the relationship between computer self-efficacy and 

technical readiness in hourly and exempt information technology support employees in 

the United States. All four stepwise regression models were statistically significant. In 

Model 1, the total management scale accounted for 4.1% of the variance in technical 

readiness index total scores. For each 1-point increase in total management score, the 

technical readiness index total was predicted to increase by 0.13 points.  

Model 2, which included the three management subscales, indicated that only 

incident management was statistically significant, uniquely accounting for 4.3% of the 

variance in the technical readiness index total scores. The 4.3% comes from 100 x sr2; sr2 

is the squared semi-partial correlation. The sr2 is the proportion of variance in the 
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dependent variable that a particular predictor explains all by themselves uniquely while 

holding constant the other predictors in the model. Further, in Model 2, dashboard 

management was a suppressor. A suppressor variable is a predictor with zero correlation 

with the dependent variable while contributing to the predictive validity of all variables 

(Lancaster, 1999). Dashboard management had a positive but near zero correlation with 

the technical readiness index total, but in regression, the b-weight was negative. The 

simple correlation was positive, but the partial and part correlations were negative. This 

change in a sign for dashboard management is caused by their very small correlation of 

.047 with the technical readiness index total and medium-sized correlations of .324 and 

.434 with incident management and knowledge management, respectively. A negative 

suppressor is similar to classic suppressors by removing irrelevant variance from a 

predictor; however, it increases the other predictor’s regression weight while increasing 

the prediction of the regression equation (Conger, 1974; Darlington, 1968; Lubin, 1957). 

Even though the negative suppressor has a value with a negative sign, in the multiple 

regression equation, it will increase the other predictors and be significant. In contrast, 

the suppressor stays with a negative sign. In effect, dashboard management is suppressing 

“irrelevant” variance in the other two predictors and actually “enhancing” their predictive 

capacities of the technical readiness index total, as seen in the change of b-weights in 

sequential regression. 

Model 3 was a stepwise regression that only entered statistically significant 

predictors. Incident management was the only one that entered, accounting for 10.1% of 

the variance in the technical readiness index total scores. Model 4 was also a stepwise 



98 

 

regression but included the covariate of computer skill. Incident management and 

computer skill were statistically significant, accounting for 5.8% and 3.9%, respectively, 

of the variance in technical readiness index total scores. Overall, Model 4 was the best of 

the four models accounting for 14% of the variance in the technical readiness index total 

scores. 

Researchers conducted similar studies on the predictors of technological 

readiness. For instance, Okuonghae et al. (2021) studied technical readiness and 

computer self-efficacy as predictors of e-learning adoption in Nigeria. The findings 

showed that technical readiness, computer self-efficacy, and e-learning adoption were 

high, and technical readiness and computer self-efficacy had joint predictions on e-

learning adoption. Warden et al. (2020) also researched millennials’ engagement with 

online learning. Computer self-efficacy, engagement, and achievement were examined to 

see if differences in students caused a disadvantage. Findings indicated that students with 

lower self-efficacy were less comfortable with social interactions with classmates. 

Research Question 2 

The second question in this study inquired about the relationship between 

usability and technical readiness in hourly and exempt information technology support 

employees in the United States. All four stepwise regression models were statistically 

significant. In Model 1, total usability accounted for 12.1% of the variance in technical 

readiness index total scores. In Model 2, a standard regression forced both usability 

subscale predictors in the model. Usability #2 was the only statistically significant one, 

accounting for 7.8% of the variance in the technical readiness index total scores. Model 3 
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was a stepwise regression in which usability #2 was the only predictor that entered and 

accounted for 15.2% of the variance in technical readiness index total scores. The result 

was about twice as much as predicted in Model 2 because it did not have to portion off 

shared variance with usability #1 (Usability #1 and Usability #2 correlated at .602). 

Model 4 was a stepwise regression that also included computer skill. Usability #2 and 

computer skill combined accounted for 20.2% of the variance in the technical readiness 

index total (which was the best model of the four models) and uniquely accounted for 

12% and 5%, respectively, of the variance in the technical readiness index total scores. 

Employees have dealt with internet or phone issues for many years by calling the 

help desk for assistance. With human-computer interaction, even though each employee 

may experience the same level of internet or phone issues, they may not have the same 

level of patience for solving them (Kiesler et al., 1997). For example, Hill et al. (2021) 

researched older adults in a remote setting during the pandemic. The usability test 

centered on older adults receiving medical intervention through a mobile health 

application. In the first 6 months, the mobile health staff successfully delivered 21 care 

packages with a 40% to 50% success rate. They concluded that the more the patient 

became familiar with the system and developers adapted usability features, the more 

efficient and cost-effective the process. 

Research Question 3 

The third question inquired if there was a relationship between computer self-

efficacy, usability, and technical readiness in hourly and exempt information technology 

support employees in the United States. The hypothesis was formulated to examine this 
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inquiry in that “there was no strong correlation between computer self-efficacy, usability, 

and technical readiness between hourly and exempt information technology support 

employees in the United States.” All four stepwise regression models were statistically 

significant. In Model 1, total management and total usability variables were used. Only 

the total usability was statistically significant, uniquely accounting for 8.5% of the 

variance in technical readiness index total scores. Model 2 used the three management 

subscales and two usability subscales were used in a standard regression that forced all 

five to enter. Dashboard management and usability #2 were the only statistically 

significant predictors that accounted for 2.6% and 2.5% of the variance of the technical 

readiness index total scores. However, this involved a suppression effect in which 

dashboard management changed the sign from a positive correlation with the technical 

readiness index total to a negative correlation with the technical readiness index total to a 

negative correlation (and negative b-weight) and enhanced the b-weights of all of the 

other predictors except usability #2. The enhancement was most notable for usability #1, 

increasing from a b-weight of .019 to .150 when dashboard management was added (an 

87.3% increase in predictive ability, though it was still not statistically significant). 

Knowledge management increased by 60.6% in predictive ability from .013 to .033, but 

was not statistically significant. 

Dashboard management was statistically significant, p = .043, which makes 

interpretation difficult. As noted before, dashboard management has an extremely low 

correlation of just .047 with the technical readiness index total with medium to large 

correlations with other predictors, particularly usability #1 and knowledge management. 
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Therefore, I was able to uniquely negatively account for variance in the technical 

readiness index total that could not be accounted for by the other predictors. 

When using a small-scale test, it will not detect the smaller variations in 

predictors. A larger population will help see the smaller variations; however, this can be 

costly and time-consuming. Experimental methods have been extraordinarily successful 

in natural science. In social sciences, researchers must factor in human behavior that can 

be misleading (Hooke, 1982). The convenience sample size was heuristic, focusing on 

the confidence interval for this study. Power analysis determined the appropriate sample 

size. Lakens (2022) encouraged researchers to use common sense and judgment based on 

resources, cost constraints, and justification for the study. If the study sample size is 

smaller, there can be no broad generalizations. 

Limitations of the Study 

The results of this study were based on the responses of 156 participants. Even 

though the sample met the requirement of 136 participants, the responses received may 

not necessarily reflect the actual situation among information technology support 

professionals. The data collection exercise was anonymous and could not reflect the level 

of knowledge of the population. The first limitation was that the data were from one 

government information technology organization in the United States. Consequently, the 

results are generalizable to the population of information technology professionals in the 

United States, only the government sector. The second limitation was that demographics 

were specific categories being gender, race, age, education, computer skills, department, 

tenure, and years of ServiceNow. For instance, the age range spanned 10 years and 
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categorized an 18-year-old the same as a 28-year-old. One was new to the workforce with 

little experience, and the other could have education, work experience, and certifications. 

The third limitation not examined in the study was a direct cause-and-effect relationship 

among the variables. The correlational study provided evidence of the existence of 

relationships only. The fourth limitation was the multiple-choice questionnaire. Once the 

data were provided and additional questions existed, the ability to ask questions for open-

ended narrative responses was not available for further research. 

Recommendations 

The findings of this study may help project and operation managers include 

employees in the implementation process. Based on the research results, I recommend 

that information technology project managers develop the following: 

• training for new users. 

• a testing plan for standard operating procedures. 

• a tracking form for usability feedback. 

• a project requirement to address usability concerns. 

• a communication plan to employees regarding usability concerns and 

resolutions.  

Doing so increases their computer skills and allows familiarity and feedback for usability. 

When computer skills and usability are high, employees are more apt to be technically 

ready to use the new software. When employees are technically ready, the 

implementation is more collaborative (Gratton & Erickson, 2008). 
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This study, though it explored computer self-efficacy and usability as 

determinants of technical readiness, looked at only one small aspect of information 

technology employees. The study had good participation with a less than ten-minute 

multiple-choice questionnaire. The recommendations for future research would be in one 

of the five areas. First, explore information technology professionals as the population 

with computer self-efficacy and usability as determinants for technical readiness, using a 

quantitative research method. Expand the solicitation for participants to information 

technology LinkedIn professional groups or Facebook/Twitter professional association 

pages. Expanding would provide a greater population with more possibility of diverse 

groups in age, gender, race, position, and industry sector. By using a quantitative research 

method, you could show the comparison in variance from a limited sample to a more 

diverse sample. Second, explore information technology professionals as the population 

with computer self-efficacy and usability as determinants for technical readiness using a 

mixed methods approach. By using a mixed method approach, the negative correlation 

can be explored to see why the variable, Dashboard management, is negative but 

increases the overall score of each variable. Third, use a non-specific information 

technology professionals’ group with computer self-efficacy and usability as 

determinants of technical readiness. Instead of using ServiceNow, look at telemedicine or 

counseling virtual appointments with a quantitative method approach. This would bring a 

new perspective to the research. The focus here is individuals who had previously seen a 

doctor in the office to the procedural changes during the pandemic. Some doctors would 

only see patients virtually. This task can cause increased anxiety depending on computer 
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skills and familiarity with the software application. As individuals become more 

advanced in computer skills or familiar with the software application, will the individual 

be more willing to participate? Does this improve technical readiness determined by 

computer self-efficacy and usability? Fourth, use a general population not specific to 

Information Technology for computer self-efficacy and usability as determinants of 

technical readiness in relation to telemedicine or counseling virtual appointments with a 

mixed methods approach. Initially, the data analysis was completed by using regression 

analysis. If there are still questions about the results, participants are asked follow-up 

questions using a qualitative method. Fifth, use a general population not specific to 

information technology for computer self-efficacy and usability as determinants of 

technical readiness in relation to a medical records portal using a mixed methods 

approach. This is the only way some practices provide information to patients. How can 

improving their computer skills and understanding usability make them more technically 

ready? Does the sense of urgency increase their willingness to use technology, or does it 

create more anxiety? 

Implications 

The contributions to positive social change include the straightforward 

implementation of software and the reduction of financial risks or delayed timelines. 

Organizations invest in software implementation to drive innovation for a competitive 

edge. Project managers strive to meet their annual organizational goals. An increased 

return on investment is attained by meeting project deadlines and reducing the employee 

learning curve. Increasing revenue allows for more financial freedom within an 
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organization. When organizations succeed with successful software implementations, it 

can positively impact individuals who need jobs and economic development for the 

community (Snipes, 2021). When a return on investment is achieved quickly, additional 

funds can be spent employee training and development, customer rewards, and an 

increase in market share (Patah & de Carvalho, 2017). When successful, organizations 

are more likely to engage in community programs and charitable donations (McAlister & 

Ferrell, 2002). 

Assuring accurate and appropriate measurement is of central importance to 

technical readiness research. Therefore, it is important to understand how the choice and 

construct of the dependent variables will affect the resulting model. Without an adequate 

understanding of the importance of the construct, socio-technical systems theory will be 

impeded, and results will conflict with each other and have little practical relevance 

(Delmar, 2019). Computer self-efficacy and usability were dependent variables for the 

independent variable of technical readiness. Computer self-efficacy and usability show 

there was significance with technical readiness. The contribution to positive social 

change for an individual may be increasing their computer skills and getting familiar with 

the software applications, making them ready for technical tasks. 

Using a questionnaire as the instrument allowed a more accessible way to gather 

knowledge regarding performance. Organizations can use the perceptual changes in 

employees to transfer concepts and skills from one task to another (Dienes & Berry, 

2019). Since the pandemic, organizations have undergone a digital transformation of the 

enterprise. The phenomenon termed digitization refers to business models that advance 
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technology in all aspects of human society (Stolterman & Fors, 2004). Digital 

transformation for business requires revising operating models; and reinventing products 

and services through customer engagement and digital technology (Berman, 2012). The 

contribution to positive social change for organizations can be using the theoretical 

implications to influence technical strategies with employees and customers during 

digital transformation. 

The study results prove that software is more valuable when employees have it as 

part of everyday life (see Dhar & Wertenbroch, 2000). Employees who already perform 

activities on their computer increase task performance and efficiency (Kim et al., 2005; 

van der Heijden, 2004) and are indirectly willing to trust the new software. The 

contribution to positive social change is as an individual, family, organization, or society, 

daily access to technology increases skills and efficiency while building trust in the new 

software. As technology continues to become part of everyday life, organizations and 

communities need to find ways to provide accessibility and engagement to their 

employees or citizens. The implications for positive social change may occur when 

hourly and exempt information technology support employees take a more active role in 

using computers, familiarizing themselves with the software, and providing feedback to 

influence their technical readiness, thereby leading to economic growth and sustainability 

in the United States.  

Conclusions 

The purpose of this correlational study was to examine how computer self-

efficacy and usability determine technical readiness in hourly and exempt information 
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technology support employees in the United States. A quantitative, correlational study 

was the chosen research method and design to show relationships among the variables. A 

survey with a Likert scale showed statistical significance between predictors. The 

population was one government information technology contractor in one department in 

the United States, and the population may not be generalizable. Convenience sampling 

and accommodated computer self-efficacy and usability perceptions for ServiceNow 

usage. Hypothesis testing looks at sample size, effect size, and variability to produce the 

ρ-value. The ρ-value determines statistical significance (McLeod, 2019). 

The findings in this study revealed several valuable areas for predicting technical 

readiness. The findings add to the knowledge gap for usability as a predictor for technical 

readiness. Computer skill and usability in a regression model account for 20% of the 

variance of technical readiness. When employees show a higher level of computer skill, 

there is a correlation with a higher usability score, which is essential for employers to 

understand when planning a software implementation. As employees are more involved 

in the pre-implementation testing, the more efficient the post-implementation testing can 

be. 

Dashboard management, a predictor for computer self-efficacy, showed a 

negative correlation but increased the weights in the total technical readiness index 

regression model. Certain features of the software may lack significance on their own but 

add to improving the employees’ confidence in interpreting the information and more 

willingness to adopt the technology. This result adds to the gap in knowledge for 

computer self-efficacy and technical readiness. 



108 

 

All four models for computer self-efficacy and usability were significant 

predictors of technical readiness. Therefore, further research should be on how 

employers, service providers, and organizations can assist their users in improving 

computer skills and technical troubleshooting skills to increase their computer self-

efficacy and usability scores leading to technical readiness. My continued research will 

use a mixed-method approach to determine patients’ technical readiness for virtual 

medical or mental health appointments. Thus, an opportunity for open-ended interview 

questions may help to explain the statistical information from the quantitative analysis. 
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Appendix A: Recruitment Letter 

  

From: Tucker, Stefani L (TUCKERS1) 

Sent: Wednesday, May 15, 2019, 5:25 PM 

To: XXXXX  

Subject: Response Requested: Research Study Survey  

  
Study Title: A Sociotechnical Systems View of Computer Self-Efficacy and Usability 

Determinants of Technical Readiness 

  

Dear XXXXX,  

  
I am Stefani Tucker, Ph.D. Candidate at XXX University and XXXXXX Manager, 

conducting a survey as part of a research study to increase understanding on how 

individual’s attitude and perception of use can influence their readiness for new 

technology. This study is approved by XXXX University Institutional Review Board 

(IRB) and Human Resources. As a worker in the Information Technology field, you are 

an ideal candidate to provide first-hand information from your perspective. 
  

The survey takes about 8-12 minutes to complete (please do on your breaks, lunch, or 

personal time). Your response will be kept confidential and anonymous. The IP tracking 

is disabled on SurveyMonkey. It will create your answers and attach them to a unique 

identifier. 

  
There is no compensation in this study. However, your participation will be valuable to 

the research and findings could lead to better preparation for implementations or 

smoother transitions. If you are willing to participate, please click on the link below: 
  

https://www.surveymonkey.com/r/FPTQGPN 
  
Thank you for your time! 
  

Regards, 

 

Stefani Tucker  

 

https://nam04.safelinks.protection.outlook.com/?url=https%3A%2F%2Fwww.surveymonkey.com%2Fr%2FFPTQGPN&data=04%7C01%7Cstefani.tucker%40waldenu.edu%7C9bb00a537dfb46b409f108d909e35bb5%7C7e53ec4ad32542289e0ea55a6b8892d5%7C0%7C1%7C637551694382890221%7CUnknown%7CTWFpbGZsb3d8eyJWIjoiMC4wLjAwMDAiLCJQIjoiV2luMzIiLCJBTiI6Ik1haWwiLCJXVCI6Mn0%3D%7C1000&sdata=GEunArgWTspJ0V%2F2Poq1VMmiFZbpkiM%2FgVi%2FJ4m65UM%3D&reserved=0
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Appendix C: Permission to Use CSESA 

James H. Brown, Ph.D. 

 

 

June 2, 2016 

 

To those concerned, the institutional Internal Review Board: 

I am happy to provide permission for Stefani Tucker to use the Computer Self-

Efficacy Scale for Adults (CSESA) as she sees fit to assist her in the 

investigation, "Socio-technical systems theory: How does computer usability and 

computer self-efficacy impact individual job performance?" 

I have included the scale and the technical report which describes how it was 

validated and used in my own work. 

Best wishes in the investigation. 

If there is anything further I need to do, please feel free to contact me at the 

address or email above. 

Sincerely, 

James H. Brown, Ph.D. 
James H. Brown 
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Appendix D: Permission to Use Instrument ASQ 

 
 

Good Morning Mr. Lewis, 
 
I am working on a study titled "Socio-technical systems theory: How 
does computer usability and computer self-efficacy impact individual 
job performance?" I would like permission to use the computer 
usability questionnaire (ASQ). 
 
I can be contacted at tuckerstefani@yahoo.com. 
 
Regards, 
Stefani L Tucker  

  
On Wednesday, May 18, 2016 1:00 PM, James Lewis <jimlewis@us.ibm.com> wrote: 
 
 
Thank you for your interest. We put the ASQ in the public domain when we first published it, so, 
strictly speaking, you do not need my permission -- you already have it. All we ask is that you cite 
your source in any publications. 
 
Good luck! 
 
James R. (Jim) Lewis, Ph.D., CHFP 
Senior Human Factors Engineer 
IBM Software Group 
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