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Abstract 

There is a high failure rate of continuous improvement (CI) initiatives in the beverage 

industry. Continuous improvement initiatives could help beverage manufacturing 

managers improve product quality, efficiency, and overall performance. Grounded in the 

transformational leadership theory, the purpose of this quantitative correlational study 

was to examine the relationship between idealized influence, intellectual stimulation, and 

CI. Nigerian beverage industry managers (N = 160) who participated in the study 

completed the Multifactor Leadership Questionnaire Form 5X-Short, and the Plan, Do, 

Check, and Act (PDCA) cycle. The results of the multiple linear regression were 

statistically significant, F(2, 157) = 16.428, p < 0.001, R
2
 = 0.173. Idealized influence (ß 

= 0.242, p = 0.000) and intellectual stimulation (ß = 0.278, p = 0.000) were both 

significant predictors. A key recommendation is for beverage manufacturing managers to 

promote their employees' creativity, rational thinking, and critical problem-solving skills. 

The implications for positive social change include the potential to increase the 

opportunity for the growth and sustainability of the beverage industry. 
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Section 1: Foundation of the Study  

Continuous improvement (CI) is a group of processes, initiatives, and strategies 

for enhancing business operations and achieving desired goals (Iberahim et al., 2016; 

Khan et al., 2019). CI is a critical process for organizations to remain competitive and 

improve performance (Jurburg et al., 2015; McLean et al., 2017). CI is an essential 

strategy for the beverage industry. As cited in McLean et al. (2017), Oakland and Tanner 

(2008) reported a 10% to 30% success rates for CI initiatives in Europe, while Angel and 

Pritchard (2008) stated that 60% of Six Sigma, a CI strategy, fail to achieve the desired 

result. This overwhelming rate of CI failures is a reason for concern for business 

managers, especially those in the beverage sector. CI failures result in financial, quality, 

and operational efficiency losses for the beverage industry (Antony et al., 2019). 

Abasilim et al. (2018) and Hoch et al. (2016) argued that the transformational leadership 

style has implications for successful CI implementation.  

Beverages are liquid foods and form a critical element of the food industry (Desai 

et al., 2015). Beverages include alcoholic products (e.g., beers, wines, and spirits) and 

nonalcoholic drinks (e.g., water, soft or cola drinks, and fruit juices; Aadil et al., 2019).  

Manufacturing and beverage industry leaders use CI strategies to improve process 

efficiency, product quality and enhance efficiency (Quddus & Ahmed, 2017; Shumpei & 

Mihail, 2018; Sunadi et al., 2020; Veres et al., 2017).  
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Background of the Problem 

Beverage manufacturing leaders need to maintain high productivity and quality, 

with fast response, sufficient flexibility, and short lead times to meet their customers and 

consumers demands (Kang et al., 2016). There is a high failure of CI initiatives, resulting 

in decreases in efficiency and quality and financial losses (Antony et al., 2019). McLean 

et al. (2017) reported that approximately 60% of CI strategies fail to achieve the desired 

results. Sustainable CI is a daunting task despite its importance in achieving 

organizational performance. The rate of CI failure is of considerable concern to beverage 

manufacturing managers, and it is imperative to understand how to improve the level of 

successful implementation of CI strategies (Antony et al., 2019; Jurburg et al., 2015). 

McLean et al. (2017) and Sundai et al. (2020) argued that organizational CI 

efforts improve business performance. However, there is evidence of CI failures in 

beverage manufacturing firms (Sunadi et al., 2020). Successful implementation of CI 

initiatives is one of the challenges facing most business leaders (McLean et al., 2017). 

Providing effective leadership for sustained development and improvement is one 

strategy for achieving CI (Gandhi et al., 2019). Understanding the relationship between 

transformational leadership and CI could help business leaders gain knowledge to 

improve the implementation success rate, increase productivity and quality, and minimize 

losses (Jurburg et al., 2015). Therefore, the purpose of this quantitative correlational 

study was to examine the relationship, if any, between transformational leadership 
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components of idealized influence and intellectual stimulation and CI, specifically in the 

Nigerian beverage sector. 

Problem Statement 

There is a high failure of CI initiatives in manufacturing organizations (Antony et 

al., 2019; Jurburg et al., 2015). Less than 10% of the U.K. manufacturing organizations 

are successful in their lean CI implementation efforts (McLean et al., 2017). The general 

business problem was that some manufacturing managers struggle to successfully 

implement CI initiatives, resulting in decreased quality assurance and just-in-time 

production. The specific business problem was that some beverage manufacturing 

managers do not understand the relationship between idealized influence, intellectual 

stimulation, and CI. 

Purpose Statement 

The purpose of this quantitative correlational study was to examine the 

relationship between beverage manufacturing managers' idealized influence, intellectual 

stimulation, and CI. The independent variables were idealized influence and intellectual 

stimulation, while CI was the dependent variable. The target population included 

manufacturing managers of beverage companies located in southern Nigeria. The 

implications for positive social change include the potential to understand the correlations 

of organizational performance better, thus increasing the opportunity for the growth and 

sustainability of the beverage industry. The outcomes of this study may help 
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organizational leaders understand transformational leadership styles and their impact on 

CI initiatives that drive organizational performance. 

Nature of the Study 

There are different research methods including (a) quantitative, (b) qualitative, 

and (c) mixed methods (Saunders et al., 2019; Tood & Hill, 2018). I used a quantitative 

method for this study. The quantitative methodology aligns with the deductive and 

positivist research approaches and entails data analysis to test and confirm research 

theories (Barnham, 2015; Todd & Hill, 2018). Positivism aligns with the realist ontology, 

using and analyzing observable data to arrive at reasonable conclusions (Riyami, 2015; 

Tominc et al., 2018; Zyphur & Pierides, 2017). The quantitative approach is appropriate 

when the researcher intends to examine the relationships between research variables, 

predict outcomes, test hypotheses, and increase the generalizability of the study findings 

to a broader population (Saunders et al., 2019; Tomic et al., 2018; Yin, 2017). Therefore, 

the quantitative method was most appropriate to test the relationship between beverage 

manufacturing managers‘ leadership styles and CI.  

Researchers use the qualitative methodology to explore research variables and 

outcomes rather than explain the research phenomenon (Park & Park, 2016). The 

qualitative method is appropriate when the researcher intends to answer why and how 

questions (Yin, 2017). The qualitative research approach was not suitable for this study 

because my intent was not to explore research variables and answer why and how 

questions. Conversely, adopting the mixed methods approach entails using quantitative 
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and qualitative methodologies to address the research phenomenon (Saunders et al., 

2019). This hybrid research method was not appropriate for this study because there was 

no qualitative research component.  

The research design is the framework and procedure for collecting and analyzing 

study data (Park & Park, 2016). There are different research designs, including 

correlational and causal-comparative designs (Yin, 2017). Saunders et al. (2019) argued 

that the correlational design is for establishing the relationship between two or more 

variables. My research objective was to assess the relationship, if any, between the 

dependent and independent variables. Thus, the correlational design was suitable for this 

study. The intent was to adopt the correlational research design for this research. The 

causal-comparative research design applies when the researcher aims to compare group 

mean differences (Yin, 2017). Thus, the causal-comparative design was not appropriate 

for this study as there were no plans to measure group means.   

Research Question  

Research Question: What is the relationship between beverage manufacturing 

managers‘ idealized influence, intellectual stimulation, and CI? 

Hypotheses 

Null Hypothesis (H0): There is no relationship between beverage manufacturing 

managers‘ idealized influence, intellectual stimulation, and CI. 

Alternative Hypothesis (H1): There is a relationship between beverage 

manufacturing managers‘ idealized influence, intellectual stimulation, and CI. 



6 

 

 

 

Theoretical Framework 

The transformational leadership theory was the lens through which I planned to 

examine the independent variables. Burns (1978) introduced the concept of 

transformational leadership and Bass (1985) expanded on Burns's work by highlighting 

the metrics and elements of different leadership styles, including transformational 

leadership. Transformational leaders can motivate and stimulate their followers to 

support organizational improvement initiatives and drive positive business performance 

(Adanri & Singh, 2016; Nohe & Hertel, 2017). The fundamental constructs of 

transformational leadership are idealized influence, inspirational motivation, intellectual 

stimulation, and individualized consideration (Bass, 1999). Manufacturing managers who 

adopt idealized influence and intellectual stimulation can drive CI in their organizations 

(Kumar & Sharma, 2017). As constructs of transformational leadership theory, my 

expectation was that the independent variables, measured by the Multifactor leadership 

Questionnaire (MLQ), would influence CI. 

I used the Deming plan, do, check, and act (PDCA) cycle as the lens for 

examining CI. Shewhart introduced CI in the early 1920s (Best & Neuhauser, 2006; 

Singh & Singh, 2015). Deming modified Shewart‘s CI theory to include the PDCA cycle 

(Shumpei & Mihail, 2018; Singh & Singh, 2015). CI is a process-oriented cycle of PDCA 

that organizations might use to improve their processes, products, and services (Imai, 

1986; Khan et al., 2019; Sunadi et al., 2020). Thus, the PDCA includes critical steps for 

business managers and leaders who intend to drive CI.  
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Operational Definitions 

The definition of terms enables a research student to provide a concise and 

unambiguous meaning of vital and essential words used in the study. A clear and concise 

explanation of terms might allow readers to have a precise understanding of the research. 

The following section includes the definition and clarification of keywords.  

Brewing: is the process of producing sugar rich liquid (wort) from grains and 

other carbohydrate sources (Briggs et al., 2011). This process broadly includes the 

addition of yeast, a microorganism, for the conversion of the wort into alcohol and carbon 

(IV) oxide (fermentation). The next steps involve maturation, filtration, and packaging of 

the product (Briggs et al., 2011; Desai et al., 2015). Alcoholic beverages are also 

produced from this process. Non-alcoholic beverages involve the same process excluding 

the fermentation step.  

Continuous improvement (CI): refers to a Japanese business operational model 

(Imai, 1986; Veres et al., 2017). CI is the interrelated group of planned processes, 

systems, and strategies that organizations can use to achieve higher business productivity, 

quality, and competitiveness (Jurburg et al., 2017; Shumpei & Mihail, 2018). Firms can 

use CI initiatives to drive performance and superior results. 

Idealized influence: is a transformational leadership component (Chin et al., 

2019). Idealized influence is the leader‘s ability to have a vision and mission. Leaders 

and managers who display an idealized influence style possess the appropriate behavior 

to drive organizational performance (Louw et al., 2017). Business managers apply 
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idealized influence when the followers perceive them as role models and have confidence 

in taking direction from them as leaders (Omiete et al., 2018)  

Intellectual stimulation: a transformational leadership model in which leaders 

stimulate problem-solving capabilities in their followers and help them resolve challenges 

and difficulties (Louw et al., 2017). Transformational leaders who display intellectual 

stimulation enhance followers‘ innovative and creative CI capabilities (Van Assen, 

2018). Intellectual stimulation is a leadership characteristic that business leaders may use 

to drive growth and improvement in teams and organizations.  

Lean manufacturing systems (LMS): refers to a manufacturing philosophy for 

achieving production efficiency and delivering high-quality products (Bai et al., 2017). 

This production strategy originated from Japan‘s auto manufacturer, the Toyota 

Manufacturing Corporation, as an integral part of the Toyota Production System (TPS); 

Bai et al., 2017; Krafcik, 1988). LMS is a tool for identifying and eliminating all non-

value-added manufacturing processes (Bai et al., 2019). Thus, LMS could serve as a CI 

strategy that leaders may use to eliminate losses, improve efficiency, and enhance quality 

in the manufacturing process.  

Total quality management (TQM): is a lean production system for quality 

management. TQM is a holistic approach to delivering superior quality products (Nguyen 

& Nagase, 2019). The customer is the center-focus for TQM implementation, and the 

main objective of this quality management system is to meet and exceed customer 

expectations (Garcia et al., 2017). Manufacturing managers deploy TQM as a quality 
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improvement tool in the manufacturing process. TQM is a process-centered strategy 

requiring active involvement and support of employees and top management (Marchiori 

& Mendes, 2020). 

Transformational leadership: One of the most researched leadership models, 

transformational leadership is a leadership theory in which leaders focus on encouraging, 

motivating, and inspiring their followers to support organizational goals (Chin et al., 

2019). The four components of transformational leadership include (a) idealized 

influence, (b) inspirational motivation, (c) intellectual stimulation, and (d) individualized 

consideration (Bass & Avilio, 1995).  

Transactional leadership: is a leadership style that involves using rewards to 

stimulate performance (Passakonjaras & Hartijasti, 2020). Transactional leaders 

encourage a leadership relationship where leaders reward followers based on their 

performance and ability to accomplish the given tasks (Samanta & Lamprakis, 2018). 

Contingent reward and management by exception are two components of transactional 

leadership (Bass & Avilio, 1995; Passakonjaras & Hartijasti, 2020). Transactional leaders 

reward followers who meet and exceed expectations and punish those who fail to deliver 

assigned tasks and goals.  

Assumptions, Limitations, and Delimitations 

Assumptions, limitations, and delimitations are critical factors in research. These 

factors include (a) the researcher's perspectives and applied in the research development, 
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(b) data collection, (c) data analysis, and (d) results. These factors are also important for 

readers to understand the researcher's scope, boundaries, and perspectives.  

Assumptions 

Assumptions are unverified facts and information that the researcher presumes 

accurate (Gardner & Johnson, 2015; Yin, 2017). These unsubstantiated facts are the 

researcher's presumptions that have implications for evaluating the research and the 

research outcome (Kirkwood & Price, 2013; Saunders et al., 2019). It is critical that the 

researcher identifies and reports the study's assumptions so others do not apply their 

beliefs (Gardner & Johnson, 2015). My first assumption was that the beverage 

manufacturing managers have the skills and knowledge to answer the research questions. 

Saunders et al. (2015) opined that participants who provide honest and objective 

responses reduce the likelihood of bias and errors. I also assumed that the participants 

would be forthcoming, unbiased, and truthful while completing the questionnaire. I 

assumed that a sufficient number of participants will take part in the study. Data 

collection processes and techniques need to align with the study objectives and research 

question (Mohajan, 2017; Saunders et al., 2019). My final assumption was that the 

questionnaire administration and data collection process will produce accurate data and 

information.  

Limitations 

Limitations are those characteristics, requirements, design, and methodology that 

may influence the investigation and the interpretation of the research outcome (Connolly, 
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2015; Price & Judy, 2004). Research limitations may reduce confidence in a researcher‘s 

results and conclusions (Dowling et al., 2017). Acknowledging and reporting the research 

restrictions is critical to guaranteeing the study's validity, placing the current work in 

context, and appreciating potential errors (Connolly, 2015).  Furthermore, clarifying 

study limitations provide a basis for understanding the research outcome and foundation 

for future research (Dowling et al., 2017; Price & Judy, 2004). This study's first 

limitation was that the respondents might not recall all the correct answers to the survey 

questions. The second limitation of the study was that data quality and accuracy depend 

on the assumption that the respondents will provide truthful and accurate responses. 

There are also potential limitations associated with the chosen research 

methodology. The researcher is closer to the study problem in a qualitative study than 

quantitative research (Queiros et al., 2017). The quantitative study's scope is immediate 

and might not allow the researcher to have a more extended range of reach as a 

qualitative study (Queiros et al., 2017). The other potential constraint was the 

nonflexibility characteristic of a quant-based study (Queiros et al., 2017). Furthermore, 

there was a limitation to the potential to generalize the outcome of quant-based research 

with correlational design (Cerniglia et al., 2016). The use of the correlational design 

restrains establishing a causal relationship between the research variables. The other 

limitation was that respondents would come from a part of the country, and data from a 

single geographic location may not represent diverse areas.  
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Delimitations 

Delimitations are the restrictions and the boundaries set by the researcher (Yin, 

2017) to clarify research scope, coverage, and the extent of answering the research 

question (Saunders et al., 2019). Yin (2017) argued that the chosen research question, 

research design and method, data collection and organization techniques, and data 

analysis affect the study's delimitations.  Selecting the transformational leadership model 

and CI as research variables was the first delimitating factor as there were other related 

leadership models and organizational outcomes. The other delimiting factor included the 

preferred research question and theoretical perspectives. Another delimiting factor was 

that all the participants were from the same geographical location and part of the country. 

The study's target population was the next delimiting factor as only beverage 

manufacturing managers and leaders participated in the study. The sample size and the 

preference for the beverage industry were the other delimitations of the study. 

Significance of the Study 

Organizational leadership is critical to business performance (Oluwafemi & 

Okon, 2018). CI of processes, products, and services are avenues through which business 

managers can improve performance (Shumpei & Mihail, 2018). Maximizing 

organizational performance through CI strategies is one of the challenges facing 

manufacturing managers (McLean et al., 2017). Thus, CI might be a good business 

performance improvement strategy for managers and leaders in the beverage industry.  
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Contribution to Business Practice  

This study might benefit business leaders and managers who seek to improve their 

processes, products, and services as yardsticks for improved organizational performance. 

The beverage industries operating in Nigeria face a constant challenge to improve 

productivity and drive growth (Nzewi et al., 2018). Thus, business managers' ability to 

understand the strategies to improve performance is one of the critical requirements for 

continuous growth and competitiveness (Datche & Mukulu, 2015; Omiete et al., 

2018). This study is also significant to business managers, leaders, and other stakeholders 

in that it may indicate a practical model for understanding the relationship between 

leadership styles, CI, and performance. A predictive model might support beverage 

manufacturing managers' and leaders' ability to access, measure, and improve their 

leadership styles and organizational performance. 

Implications for Social Change 

This study‘s results could contribute to social change by enabling business 

managers and leaders to understand the impact of leadership styles on CI and how this 

relationship might help the organization grow and positively impact society. Improving 

performance, especially in the beverage sector, can influence positive social change by 

growing revenue and leading to increased corporate social responsibility initiatives in the 

communities. Other implications for positive social change include the potential for 

stable and increased employment in the sector, increased tax base leading to enhanced 

services and support to communities. Thus, the beverage sector's improved performance 
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may support the socio-economic well-being and development of the host communities, 

state, and country.  

A Review of the Professional and Academic Literature 

This section is a comprehensive review of the literature on transformational 

leadership and CI themes. This section also includes a review of the literature on the 

context of the study. This review is for business managers and practitioners who are keen 

to understand and appreciate the relationship between transformational leadership and CI 

in the beverage sector. The purpose of this quantitative correlational study was to 

examine the relationship, if any, between beverage manufacturing managers' idealized 

influence, intellectual stimulation, and CI. One of the aims of this study was to test the 

hypothesis and answer the research question. The null hypothesis was that there is no 

relationship between beverage manufacturing managers‘ idealized influence, intellectual 

stimulation, and CI. The alternative view was a relationship between beverage 

manufacturing managers‘ idealized influence, intellectual stimulation, and CI.  

This review includes the following categories: (a) overview of the beverage 

manufacturing process, (b) leadership, (c) leadership styles, (d) transformational 

leadership, and (e) CI. The first section includes an overview of beverage manufacturing 

methods and stages. The second section consists of the definition of leadership in general 

and specifically in the beverage industry. The second section also includes a general 

outlay of the performance and challenges of the manufacturing and beverage sectors and 

clarifying the role of beverage manufacturing leaders in CI. The third section is the 
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review and synthesis of the literature on leadership styles, transformational leadership 

style and other similar leadership styles. In the fourth section, my intent was to focus on 

transformational leadership and MLQ and present an alternate lens for examining 

leadership constructs and justification for selecting the transformational leadership 

theory. This section also includes the review of literature on intellectual stimulation and 

idealized influence, the two independent variables, and the implications for CI in the 

beverage industry. The fifth section includes the description of CI and its various theories 

as DMAIC, SPC, Lean Management, JIT, and TQM. The fifth section also consists of the 

definition and clarification of the PDCA as the framework for measuring CI and the link 

between CI and quality management in the beverage industry.  

I accessed the following databases through the Walden University Library: (a) 

ABI/INFORM Complete, (b) Emerald Management Journals, (c) Science Direct, (d) 

Business Source Complete, and (e) Google Scholar to locate scholarly and peer-reviewed 

literature. Specific keyword search terms included (a) leadership, (b) transformational 

leadership, (c) CI, (d) business performance, (e)organizational performance, (f) idealized 

influence, and (g) intellectual stimulation. Table 1 consists of a summary of the primary 

sources and journals for this literature review. 
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Table 1 
 

A List of Literature Review Sources 

Type of sources Current sources (2015-

2021) 

Older sources (Before 

2015) 

Total of 

sources 

Peer-reviewed 

sources 

164 30 194 

Other sources 28 12 40 

Total 192 42 234 

% 86 14  

 

I reviewed literature from 192 (82%) sources with publication dates from 2015 – 

2021. The literature review includes 86% peer-reviewed sources with publication dates 

from 2015 – 2021. 

Beverage Manufacturing Process – An Overview  

Beverages are liquid foods (Aadil et al., 2019). Beverages include alcoholic (e.g., 

beers, wines, and spirits) and nonalcoholic products (e.g., water, soft or cola drinks, fruit 

juices and smoothies, tea, coffee, dairy beverages, and carbonated and noncarbonated 

beverages) (Briggs et al., 2011; Desai et al., 2015).  Alcoholic beverages, especially 

beers, have at least 0.5% (vol./vol.) alcohol content, while nonalcoholic beverages have 

less than 0.5% (vol/vol) alcohol content (Boulton & Quain, 2006). Manufacturing of 

alcoholic beverages involves mashing, wort production, fermentation, maturation, 

filtration, and packaging (Briggs et al., 2011; Gammacurta et al., 2017). The mashing 

process consists of mixing milled grains (e.g., malted barley, rice, sorghum) and water in 

temperature-controlled regimes (Boulton & Quain, 2006). The wort production process 
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entails separating the spent grain, boiling, and cooling the wort for fermentation (Kunze, 

2004). Fermentation involves the addition of yeast (i.e., a microorganism) to the wort and 

the yeast converts the sugar in the wort to alcohol and CO2 (Boulton & Quain, 2006; 

Debebe et al., 2018; Gammacurta et al., 2017). During maturation, the beer is stored cold 

before filtration; the filtration process involves passing the beer through filters to remove 

impurities and produce clear, bright beer (Kayode et al., 207; Varga et al., 2019).  The 

last step is packaging the product into different containers (i.e., bottles, cans, etc.) and 

stabilizing the finished product to remove harmful microorganisms and ensure that the 

beverage remains wholesome throughout its shelf life (Briggs et al., 2011; Kunze, 2004). 

Pasteurization and sterile filtration are techniques for achieving beverage stabilization 

(Briggs et al., 2011; Varga et al., 2019).  

Nonalcoholic products do not undergo fermentation (Briggs et al., 2011). 

Production of nonalcoholic beverages is a shorter process that involves storing the cooled 

wort for about 48 hours before filtration and packaging. Nonalcoholic beverages require 

more intense stabilization since these products typically have a longer shelf life and are 

more prone to microbial spoilage (Boulton & Quain, 2006). For nonalcoholic beers, the 

beer might undergo fermentation and subsequent elimination of the alcohol content by 

fractional distillation (Kunze, 2004). The beverage manufacturing manager implements 

quality control systems by identifying quality control points at each process stage (Briggs 

et al., 2011; Chojnacka-Komorowska & Kochaniec, 2019). Managers also ensure quality 

control by implementing improvement strategies to prevent the reoccurrence of identified 
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quality deviations. One of the tools for improving the production process is the PDCA 

cycle. The various steps and tools associated with the PDCA cycle serve particular 

purposes in the manufacturing quality management system and quality control process 

(Chojnacka-Komorowska & Kochaniec, 2019; Mihajlovic, 2018; Sunadi et al., 2020).  

Leadership 

Leadership is one of the most highly researched topics and yet one of the least 

understood subjects (Aritz et al., 2017). There is no single, clear, concise, and generally 

accepted definition for leadership. Charisma, communication, power, influence, control, 

and intelligence are some of the terms associated with leadership (Aritz et al., 2017; Jain 

& Duggal, 2016; Shamir & Eilam-Shamir, 2017; Williams et al., 2018). In summary, 

leadership is a position of influence, authority, and control and a state in which the leader 

takes charge of coordinating, managing, and supervising a group of people (Shamir & 

Eilam-Shamir, 2017). Leaders use their positions of influence to deliver goals and 

objectives (Aritz et al., 2017). Dalmau and Tideman (2018) opined that leaders are 

change agents who use their behaviors and skills to communicate and engender change 

among their followers and team members. Effective leadership is a critical success factor 

for CI and sustainable growth (Gandhi et al., 2019).  

Leadership is an essential ingredient and one of the most potent factors for driving 

organizational growth (Torlak & Kuzey, 2019; Williams et al., 2018). In organizations, 

leadership encompasses individuals' ability, called leaders, to influence and guide other 

individuals, teams, and the entire organization (Kim & Beehr, 2020). Leaders are a 
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critical subject for business because of their roles and their influence on individuals, 

groups, and organizational performance (Ali & Islam, 2020; Ceri-Booms et al., 2020; 

Kim & Beehr, 2020). Williams et al. (2018) summarized leaders as individuals who guide 

their organizations by performing leadership activities. These leaders perform various 

leadership activities to achieve business goals.  In today‘s competitive business 

environment, organizations are searching for leaders who can drive superior performance 

and deliver sustainable results (Ali & Islam, 2020).  Organizational leaders are involved 

in crafting, deploying, and institutionalizing improvement strategies for business 

performance (Fahad & Khairul, 2020; Khan et al., 2019; Shumpei & Mihail, 2018). 

Leadership has implications for business improvement and growth and is a critical 

subject for beverage managers who intend to drive CI. Thus, the leader‘s role in the 

business environment is crucial for CI and organizational success in a beverage firm. The 

next section includes an overview of leadership in the beverage industry and beverage 

industry leaders' impact on CI and performance.  

Leadership and Challenges of the Nigerian Manufacturing Sector  

The Nigerian manufacturing sector is a critical player in the nation‘s 

developmental strides. The manufacturing industry is a substantial economic base and 

one of the drivers of internally generated revenue (Ayodeji, 2020; Muhammad, 2019; 

NBS, 2019). This sector, for instance, accounts for about 12% of the nation‘s labor force 

(NBS, 2014; 2019). The food and beverage subsector is estimated to contribute 22.5% of 

the manufacturing industry value and 4.6% of Nigeria‘s GDP (Ayodeji, 2020). The 
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relevance of the beverage manufacturing sector to a nation‘s economy makes this sector 

an appropriate determinant of national economic performance.  

There are indications of positive growth and development in the Nigerian 

manufacturing sector (NBS, 2014; 2019). In the first quarter of 2019, the nominal growth 

rate in the manufacturing sector was 36.45% (year-on-year) and 27.52% points higher 

than in the corresponding period of 2018 (8.93%), and 2.88% points higher than in the 

preceding quarter (NBS, 2019).  The food, beverage, and tobacco industries in the 

manufacturing sector grew by 1.76% in Q1 2019 (NBS, 2019). However, the sector had 

also witnessed slow-performance indices. In 2016, the Nigeria Bureau of Statistics (NBS) 

reported nominal GDP growth of 19.12% for the second quarter, 13.28% lower than the 

previous year at 32.4% (NBS, 2014). The nominal GDP was 2.26% lower in 2014 

compared to 2013 (NBS, 2014).  

The manufacturing sector recorded negative performance indices in 2019. The 

sector's real GDP growth was a meager 0.81% in the first quarter of 2019 (NBS, 2019). 

This rate was lower than in the same quarter of 2018 by -2.59% points, and the preceding 

quarter by -1.54% points. The sector contributed 9.80% of real GDP in Q1 2019, lower 

than the 9.91% recorded in Q1 2018 (NBS, 2019). The food, beverage, and tobacco 

subsector had a lower growth rate in Q1 2019 (1.76%) than the 2.22% in Q4 2018 and 

2.90% in Q3 2018 (NBS, 2019). These declining performance indices threaten the growth 

and sustainability of the sector. Thus, there was justification for focusing on strategies to 
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improve CI for improved performance in the beverage manufacturing sector and this goal 

was one of the objectives of this study.  

The Nigerian manufacturing sector, of which the beverage industry is a critical 

part, faces many challenges. The numerous challenges facing the Nigerian manufacturing 

sector include epileptic power supply, the poor state of public infrastructure, including 

roads and transportation systems, lack of foreign exchange to purchase raw materials, and 

high inflation (Monye, 2016). Other challenges include increased production cost, poor 

innovation practices, the shift in consumer behavior and preference, and limited 

operational scope. Like every other African country, leadership is one of Nigeria's 

challenges (Adisa et al., 2016; George et al., 2016; Metz, 2018). Effective leadership 

drives organizational development (Swensen et al., 2016), and the lack of this leadership 

quality is the bane of the firms operating on the African continent (Adisa et al., 2016). 

These leadership problems lead to poor organizational management, and these 

shortcomings are more prevalent in manufacturing organizations in developing countries 

than those in developed nations (Bloom et al., 2012). Leadership challenges abound in 

the Nigerian manufacturing sector.  

The rapidly evolving business environment and the challenges of doing business 

in the current world market require innovative and sustainable leadership competencies 

(Adisa et al., 2016). As critical stakeholders in organizational growth and CI efforts, 

beverage manufacturing leaders need to appreciate these leadership bottlenecks. These 
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challenges make leadership an essential subject for CI discourse and justified the focus 

on evaluating the relationship between leadership and CI in the beverage industry. 

Leadership in the Beverage Industry  

There are leaders in various functions of the beverage industry. Beverage 

manufacturing leaders are those who are involved in the core beverage manufacturing 

and production process. These are leaders who lead the production process from raw 

material handling through brewing, fermentation, packaging, quality assurance, 

engineering, and related functions (Boulton & Quain, 2006; Briggs et al., 2011).  The role 

of beverage industry leaders includes supervising and coordinating beverage 

manufacturing activities to ensure the delivery of the right quality products most 

efficiently and cost-effectively (Boulton & Quian, 2006; Chojnacka-Komorowska & 

Kochaniec, 2019). The role of beverage manufacturing leaders also entails managing and 

supervising plant maintenance activities and quality management systems.  

Williams et al. (2018) opined that leaders influence and direct their followers. 

This leadership quality is critical and is one of the most potent leadership characteristics 

in beverage manufacturing. Beverage manufacturing leaders manage teams in their 

various functions and departments (Briggs et al., 2011). These leaders need to have the 

competencies and capabilities to engage, influence and direct their teams towards 

delivering quality, efficiency, and cost-related goals for CI and growth (Chojnacka-

Komorowska & Kochaniec, 2019).  A leader might manage a group of people in diverse 

workgroups and sections in a typical beverage manufacturing firm. For instance, a 
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beverage manufacturing leader in the brewing department might have team members in 

the various subunits like mashing, wort production, fermentation, and filtration. 

Coordinating and managing the members' jobs in these different work sections is a 

critical determinant of leadership success. Managing and coordinating members‘ tasks 

and assignments in the various units is a vital leadership function for beverage managers 

and a determinant of CI (Chojnacka-Komorowska & Kochaniec, 2019; Govindan, 2018). 

Beverage manufacturing leaders need to appreciate their roles and span of influence 

across the various functions and sections to influence and drive CI. Thus, these leadership 

roles and qualities have implications for constant improvement and performance of the 

beverage sector.  

Beverage industry leaders are at the forefront of developing and ensuring CI 

strategies for sustainable development (Manocha & Chuah, 2017). Govindan (2018) 

opined that these industry leaders manage and drive improvement initiatives for 

operational efficiency and enhanced growth. Like in any other sector, beverage 

manufacturing leaders require relevant and strategic leadership skills and competencies to 

engage critical stakeholders, including employees, to support CI initiatives (Compton et 

al., 2018). Some of these skills include managing change processes, knowledge and 

mastery of the process and product quality management, and coordination of 

improvement processes and strategies (Compton et al., 2018). These leadership 

competencies and skills are critical for sustainable and CI. Beverage industry managers 
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who lack these leadership competencies are less prepared and not strategically positioned 

to drive CI.  

Govindan (2018) and Manocha and Chuah (2017) argued that industry leaders 

who enhance CI in their organizations embrace change and are keen to implement change 

processes for growth and performance. Leading and managing change, as a leadership 

function, is valuable for beverage leaders who hope to achieve CI goals, and this function 

is one of the competencies that transformational leaders may want to consider for CI.  

Leadership and CI in the Beverage Industry  

Beverage industry leaders play active roles in CI. Influential beverage 

manufacturing leaders understand their roles in driving organizational goals and use their 

influence and control to ensure that employees participate in improvement initiatives. 

Khan et al. (2019) and Owidaa et al. (2016) found a link between leadership, CI 

strategies, and organizational performance. Kahn et al. opined that organizational leaders 

drive CI strategies for sustainable growth and development. Shumpei and Mihail (2018) 

suggested that leaders who adopt CI initiatives in their manufacturing processes can 

achieve cost and efficiency benefits.  Leaders who aspire for organizational success 

appreciate the role of CI as a factor for growth and development. One of the indicators of 

organizational success is business performance.  

Beverage manufacturing leaders need to develop strategies for operating 

effectively and efficiently at all levels and units as a yardstick for competitiveness. One 

way of achieving effective and efficient operations is through the implementation of CI, a 
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process through which everyone in the organization strives to continuously improve their 

work and related activities (Van Assen, 2020).  Leaders and managers are critical 

stakeholders in implementing business goals and objectives, including CI (Hirzel et al., 

2017); therefore, beverage industry leaders and managers may influence the 

implementation of CI initiatives.  

Leaders are role models and motivate, stimulate, and influence their followers‘ 

activities and interests in specific organizational goals (Van Assen, 2020). Jurburg et al. 

(2017) opined that business leaders and managers who show commitment to the growth 

and development of their organizations engender employees' dedication and willingness 

to participate in CI processes. Van Aseen (2020) conducted a multiple regression analysis 

of the impact of committed leadership and empowering leadership on CI. The analysis of 

the multiple linear regression presents multiple correlations (R), squared multiple 

correlations (R2), and F-statistic (F) values at a given p – value (p) (Green & Salkind, 

2017).  Van Aseen (2020) reported a positive and significant relationship (F (5, 89) = 

9.58, R2 = 0.39, and p < .001) between committed leadership and CI. Van Assen showed 

a positive and significant coefficient for empowering leadership (Beta (b) = 0.58, t – test 

(t) = 6.41, and p < .001) and confirmed that there was a positive and significant 

correlation between empowering leadership and committed leadership. CI-friendly 

business leaders and managers are those who play an active role in empowering their 

followers. Thus, leaders can show commitment to improving CI by empowering their 

followers.  
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Improving problem-solving capabilities is one of the fundamental principles of CI 

(Camarillo et al., 2017). Closely associated with problem-solving are the knowledge 

management capabilities in the organization. Organizational leaders and managers play 

active roles in advancing and improving problem-solving and knowledge management 

competencies and skills. Camarillo et al. (2017) propose that manufacturing managers 

keen to drive CI and deliver superior business performance need to improve their 

problem-solving and knowledge management capabilities. CI-driven problem-solving 

include defining process problems and deviations, identifying the leading causes of 

variations, and improving actions to drive sustainable improvement (Singh et al., 2017).  

Manufacturing managers who intend to drive CI need to understand problem-

solving basics and apply them in their routine work. Ali et al. (2014) argued that 

problem-solving capabilities are critical for achieving sustainable results. 

Transformational leaders achieve set goals by motivating and stimulating team members 

to adopt innovative and unique problem-solving approaches. Similarly, Higgins (2006) 

opined that food and beverage manufacturing leaders achieve CI by encouraging and 

supporting problem-solving activities across all organization sections. Thus, problem-

solving is critical for CI and has implications for beverage managers who aspire to 

improve performance.   

Leadership Style 

Leadership style is a particular kind of leadership displayed by business managers 

and leaders (Da Silva et al., 2019; Park et al., 2019; Yin et al., 2020). Leaders embody 
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different leadership characteristics when leading, managing, influencing, and motivating 

their team members and employees. These leadership characteristics are commonplace in 

an organization where managers and leaders deploy diverse leadership styles to lead and 

manage their team members (Park et al., 2019; Yin et al., 2020). Abasilim et al. (2018) 

suggested that leaders who strive to improve performance need to enhance employee 

commitment to organizational goals and objectives. Business leaders need to choose and 

implement leadership styles and behaviors that may help achieve the organizational goals 

and objectives as a yardstick for optimal performance (Abasalim, 2014; Nagendra & 

Farooqui, 2016; Omiette et al., 2018). Despite the arguments and support for leaders' role 

in enhancing business performance, there are indications that business managers do not 

possess the requisite skills and knowledge to drive organizational performance (Jing & 

Avery, 2016). CI is one of the critical beverage industry performance indices, and the 

sector leaders need to possess the appropriate skills and knowledge to drive CI for 

organizational growth. To achieve this goal, beverage industry leaders need to 

incorporate and practice leadership styles that support CI.  

Business managers' leadership style remains one of the most significant drivers of 

business performance (Abasilim, 2014; Abasilim et al., 2018; Omiette et al., 2018). 

Business performance is the totality of an organization‘s positive outlook (Nagendra & 

Farooqui, 2016). Business performance entails measuring and assessing whether a 

business attains its goals and objectives (Nkogbu & Offia, 2015). Nagendra and Farooqui 

(2016) reported that leaders‘ styles positively and negatively affect organizational 
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performance outcomes. Nagendra and Farooqui showed that transactional leadership style 

(β = -0.61; t = -0.296; p <.05) had a negative but insignificant impact on employee 

performance. Nagendra and Farooqui however, reported that transformational leadership 

(β = 0.44; t = 0.298; p <.05) and democratic leadership (β = 0.001; t = 0.010; p < .05) 

styles had a positive and significant effect on performance. Thus, business leaders and 

managers need to focus on the appropriate leadership styles to improve organizational 

performance metrics. CI is one of the organizational performance metrics of interest to 

business leaders.  

 There is a link between leadership and CI (Kumar & Sharma, 2017). Kumar and 

Sharma found a coefficient of determination (R
2
) of 0.957 in the multiple regression 

analysis of the relationship between leadership style and CI. Thus, leaders' style 

significantly accounts for 95.7% CI (Kumar & Sharma, 2017). Leadership styles might 

have positive, negative, or no impact on CI strategies (Kumar & Sharma, 2017; Van 

Assen & Marcel, 2018). Kumar and Sharma reported that transformational leadership 

significantly predicts CI, while Van Assen and Marcel (2018) argued that 

transformational leadership had no impact on CI strategies. Van Assen and Marcel found 

a positive and significant relationship (b= 0.61, p < 0.1) between empowered leadership 

and CI strategies. Van Assen and Marcel also reported a negative relationship (b= -0.55, 

p < 0.1) between servant leadership and CI. Thus, leadership style impacts CI, and this 

relationship could be of interest to beverage manufacturing leaders. Beverage industry 
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managers may determine the most appropriate leadership styles as strategies to 

implement CI strategies successfully.  

Bass (1997) highlighted three distinct leadership styles: transformational, 

transactional, and laissez-faire in his comprehensive leadership model, the Full Range 

Leadership (FRL) theory. Transformational leaders display an element of charismatic 

leadership where managers and leaders influence followers to think beyond their self-

interest and embrace working for the group and collective interest (Campbell, 2017; Luu 

et al., 2019).  Dawnton (1973), Burns (1978), and later Bass (1985) developed the 

concept of transformational leadership. The transformational leadership style involves the 

motivation and empowering of followers to meet collective goals (Luu et al., 2019). 

Transformational leadership is one of the most highly researched and studied leadership 

styles.  

Transformational leaders influence their followers to embrace CI initiatives 

(Sattayaraksa and Boon-itt, 2016). Kumar and Sharma (2017) found a significant 

correlation (r1 = 0.631, n=111, p<0.01) between transformational leadership and CI. 

Similarly, Omiete et al. (2018) reported a positive and significant relationship between 

transformational leadership and organizational resilience in the food and beverage firms. 

Omiete et al. (2018) showed that resilience is a critical factor influencing the 

organizational performance and profitability of food and beverage firms. While there is 

evidence to support the positive relationship between transformational leadership and CI, 

this leadership style could also have other levels of effect on CI. Van Assen and Marcle 
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(2018), for instance, found that transformational leadership had no positive and 

significant (b= -0.08, p <0.01) impact on CI strategies. The purpose of this study is to 

examine the relationship between transformational leadership and CI in the Nigerian 

beverage industry.  

Transactional leaders focus on directing employee work roles, driving 

performance, and provide rewards for task accomplishments (Teoman & Ulengin, 2018). 

Providing tips for meeting the desired goals and punishment for not meeting the desired 

expectations are characteristics of the transactional leadership style (Kark et al., 2018). 

Followers in transactional leadership relationships stick to laid down procedures and 

standards to deliver set targets and goals. Gottfredson and Aguinis (2017) argued that 

followers in a transactional relationship expect rewards for meeting their goals. 

Gottfredson and Aguinis opined that this form of contingent reward could boost 

followers‘ morale, lead to enhanced job performance, and increased satisfaction. Thus, 

transactional leaders, who fail to provide these rewards, might cause disaffection in the 

team, leading to decreased job satisfaction and performance. 

Laissez-faire is a leadership style where team members lead themselves (Wong & 

Giessner, 2018). This leadership characteristic is a hands-off approach to leadership, 

where managers allow employees and followers to make critical decisions. Amanchukwu 

et al. (2015) and Wong and Giessner (2018) reported that laissez-faire is the most 

ineffective in Bass‘ FRL theory. Amanchukwu et al. (2015) opined that leaders and 

managers who practice the laissez-faire leadership style do not take leadership 
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responsibilities and are not actively involved in supporting and motivating their 

followers. Thus, this leadership style may affect employee and organization performance 

negatively. In a quantitative study of the relationship between employees‘ perception of 

leadership style and job satisfaction, Johnson (2014) reported a negative correlation 

between laissez-faire leadership style and employee job satisfaction. Beverage industry 

employees who have less job satisfaction and motivation are less likely to support 

organizational CI initiatives (Breevaart & Zacher, 2019). This negative correlation has 

potential implications for beverage industry leaders who may want to adopt the laissez-

faire leadership style. 

Unlike transformational leadership, laissez-faire leadership negatively affects 

followers (Breevaart & Zacher, 2019). Trust is a factor for leadership effectiveness. 

Breevaart and Zacher (2019) reported followers to have less trust in laissez-faire leaders. 

Laissez-faire leaders have less social exchange with their followers, and that these leaders 

are not present to motivate, challenge, and influence their followers (Breevaart & Zacher, 

2019). In the study of the effectiveness of transformational and laissez-faire leadership 

styles and the impact on employee trust in a Dutch beverage company, Breevaart and 

Zacher (2019) found that weekly transformational leadership had a positive (β = .882, 

p<0.001) impact on follower-related leader effectiveness. Breevaart and Zacher also 

found a negative effect (β = -0.096, p<0.05) of weekly laissez-faire leadership on 

follower-related leader effectiveness. This ineffective leader-follower relationship leads 

to less trust in the leader. Generally, the beverage industry employees who participated in 
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Breevaart and Zacher‘s (2020) study showed more trust when the leaders displayed more 

transformational leadership (β = .523, p < .001) and less trust when their leader showed 

more laissez-faire leadership (β = - .231, p < .01). Khattak et al. (2020) reported a 

positive and significant relationship between trust and CI. The lack of social exchange 

and less trust in the laissez-faire leaders-follower relationship might threaten CI in the 

beverage industry. Thus, social exchange and trust are critical factors that might influence 

CI and have implications for beverage industry leaders.  

Business leaders‘ style impacts their relationships with their team members and 

the quality of leadership provided in the organization (Campbell, 2018; Luu et al., 2019). 

Business leaders also influence employee behavior, subordinates‘ commitment, and 

organizational outcomes (Da Silva et al., 2019; Yin et al., 2020). Nagendra and Farooqui 

(2016) and Chi et al. (2018) advanced that leaders‘ styles affect business performance. 

Business managers need to develop strategies for sustained performance to keep up with 

the market changes and the increased complexity of doing business (Petrucci & Rivera, 

2018). Influential leaders can practice and implement different leadership styles (Ahmad, 

2017; Nagendra & Farooqui, 2016). In other cases, Abasilim et al. (2018) and Omiette et 

al. (2018) posit that specific leadership styles are required to drive business performance 

metrics. While a divide may exist in approach, there is consensus conceptually that 

business managers are critical players in developing and implementing business 

performance strategies. Business leaders and managers might display different leadership 

styles to enhance business performance. The next section includes the analysis and 
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synthesis of the literature on the transformational leadership theory identified as the 

theoretical framework for this study 

Transformational Leadership Theory 

There are different leadership theories to explain, assess, and examine leadership 

constructs and variables. Transformational leadership is one of the most popular 

leadership theories (Lee et al., 2020; Yin et al., 2020). Burns originated the subject of 

transformational leadership (Burns, 1978). Bass expanded the initial concepts of Burns‘ 

work and listed transformational leadership components to include idealized influence, 

inspirational motivation, intellectual stimulation, and individualized consideration (Bass, 

1985; 1999). Thus, the transformational leadership theory consists of components that 

leaders might adopt as leadership styles in their engagement and relationship with their 

followers. Transformational leadership theory consists of a leader's ability to use any of 

the identified components to influence and motivate the employees towards achieving the 

organizational goals and objectives (Datche & Mukulu, 2015; Dong et al., 2017; 

Widayati & Gunarto, 2017). This argument makes transformational leaders essential for 

achieving business goals and CI.  

Transformational leadership theory is a leadership model that entails the 

broadening of employees‘ and followers‘ individual responsibilities towards delivering 

organizational and collective goals (Dong et al., 2017; Widayati & Gunarto, 2017). This 

characteristic makes transformational leadership a critical strategy that business leaders 

and managers can use to achieve organizational goals and objectives (Widayati & 
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Gunarto, 2017). Transformational leadership is a popular leadership model that is at the 

heart of scholarly literature and research. Transformational leaders influence employees' 

and followers‘ behavior and stimulate them to perform at their optimal levels. 

Transformational leaders can drive organizational performance by motivating, 

encouraging, and supporting their employees and followers (Ghasabeh et al., 2015). 

Transformational leaders are relevant in mobilizing followers for organizational 

improvement. Leaders drive CI in organizations. One of the roles of business leaders, 

especially those in the manufacturing firms, is to guide CI and performance enhancement 

(Poksinska et al., 2013). In beverage manufacturing, these leadership roles could include 

managing daily operational activities and production processes and supervising operators 

(Briggs et al., 2011; Verga et al., 2019). Deming (1986), the originator of CI, opined 

leaders initiate and reinforce CI. Transformational leaders can stimulate employees to 

improve processes and products by integrating CI strategies into organizational values 

and goals (Dong et al., 2017; Widayati & Gunarto, 2017). This leadership function is one 

of the benefits transformational leaders impact in the organization.  

There are alternate lenses for examining leadership constructs (Lee et al., 2020). 

Transactional leadership is one of the most common theories for studying leadership 

constructs and phenomena (Morganson et al., 2017; Passakonjaras & Hartijasti, 2020; 

Samanta & Lamprakis, 2018; Yin et al., 2020). Transactional leaders encourage an 

exchange relationship and a reward system. Transactional leaders reward employees 
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based on accomplishing assigned tasks and applying punitive measures when 

subordinates fail to deliver assigned roles to the desired results (Bass & Avilio, 1995).  

Teoman and Ulengin (2018) opined that transactional leadership is a form of 

leadership model that leads to incremental organizational changes. Toeman and Ulengin 

reckon that change implementation and visionary leadership are two characteristics of the 

transformational leadership model that managers require to drive improvements in 

processes, products, and systems. Thus, leaders might struggle to use the transactional 

leadership model to create and generate radical change. The outcome of Toeman and 

Ulengin‘s study has implications for beverage industry managers who plan to enhance 

CI. Furthermore, Laohavichien et al. (2009) and Toeman and Ulengin (2018) opined that 

Deming's visionary leadership, as the epicenter for driving CI, is a characteristic of the 

transformational leadership model.  Laohavichien et al. and Toeman and Ulengin 

arguments justify the preference for transformational leadership.  

Multifactor Leadership Questionnaire (MLQ) 

The MLQ is the instrument for measuring the transformational leadership 

constructs of this study. MLQ is one of the most widely used tools for measuring 

leadership styles and outcomes (Bass & Avilio, 1995; Samanta & Lamprakis, 2018). Bass 

and Avilio (1995) constructed the MLQ. The MLQ consists of 36 items on leadership 

styles and nine items on leadership outcomes (Bass & Avilio, 1995). The MLQ includes 

critical questions and criteria for assessing the different transformational leadership 

styles, including idealized influence and intellectual stimulation. Though MLQ 
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developers suggest not modifying the MLQ, there are various reasons for making 

changes and using modified versions of the MLQ. Some of the reasons for using 

modified versions of the MLQ include (a) reducing the instrument's length, (b) altering 

the questions to align with the study need, and (c) ensuring that the MLQ items suit the 

selected industry (Kailasapathy & Jayakody, 2018). The MLQ Form 5X Short is one of 

the standard versions for measuring transformational leadership (Bass & Avilio, 1995). 

Critics of the MLQ argued that too many items on the survey did not relate to 

leadership behavior (Muenjohn & Armstrong, 2008). There was also a concern with the 

factor structure and subscales of the MLQ as only 37 of the 67 items in the first version 

of the MLQ assessed transformational leadership outcomes (Jelaca et al., 2016). In this 

first version, only nine items addressed leadership outcomes such as leadership 

effectiveness, followers‘ satisfaction with the leader, and the extent to which followers 

put forth extra effort because of the leader‘s performance (Bass, 1999). Bass & Avilio 

(1997) developed the current version of the MLQ to address the identified concerns and 

shortfalls. The current MLQ version includes 36 items; 4 items measuring each of the 

nine 17 leadership dimensions of the Full Range Leadership Model and additional nine 

items measuring three leadership outcomes scales (Jelaca et al., 2016). MLQ is a valid 

and consistent tool for measuring leadership outcomes.  

The MLQ is a tool for measuring transformational leadership constructs (Jelaca et 

al., 2016; Samanta & Lamprakis, 2018). Kim and Vandenberghe (2018) examined the 

influence of team leaders‘ transformational leadership on team identification using the 
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MLQ Form 5X Short. Kim and Vandenberghe rated different transformational leadership 

components using various scales of the MLQ. Kim and Vandenberghe used eight items of 

the MLQ: four items of idealized influence and four inspirational motivation items as the 

scale for assessing leadership charisma.  Kim and Vandenberghe also examined 

intellectual stimulation and individualized consideration using four separate MLQ Form 

5X Short elements.  Hansbrough and Schyns (2018) evaluated the appeal of 

transformational leadership using the MLQ 5X. Hansbrough and Schyns asked 

participants to determine how frequently each modified transformational leadership item 

of the MLQ fit their ideal leader based on selected implicit leadership theories. The 

outcome was that transformational leadership was more likely to be appealing and 

attractive to people whose implicit leadership theories included sensitivity (β=.21, p< 

.01), charisma (β=.30, p < .01), and intelligence (β = .23, p < .05).  

There are other measures for assessing transformational leadership dimensions. 

The Leadership Practices Inventory (LPI) is one of the alternate lenses for assessing 

transformational leadership dimensions (Zagorsek et al., 2006). The LPI is not a popular 

tool for empirical research as it has week discriminant validity (Carless, 2001). 

Developed by Sashkin (1996), the Leadership Behavior Questionnaire (LBQ) is another 

tool for measuring leadership constructs. The LBQ is popular for measuring visionary 

leadership, which is different from, but related to, transformational leadership (Sashkin, 

1996). There is also the Global Transformational Leadership scale (GTL) created by 

Carless et al. (2000). The GTL is a small-scale tool and measures for a single global 
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transformational leadership construct (Carless et al., 2000). These alternative 

transformational leadership measurement tools do not align with this study's objectives 

and are not suitable for measuring transformational leadership.   

In summary, the MLQ is one of the most common, valid, consistent, and well-

researched tools for measuring transformational leadership (Sarid, 2016; Jeleca et al., 

2016). These qualities make the MLQ relevant and the most appropriate theoretical 

framework for the current research. The complete list of the MLQ items for the 

intellectual stimulation and idealized influence leadership constructs is in the Appendix.  

Transformational Leadership and Business Performance 

Transformational leaders inspire and motivate followers to perform beyond 

expectations. Hoch et al. (2016) found that leaders' transformational leadership style may 

improve employee attitudes and behaviors towards CI. Transformational leaders 

intellectually stimulate their followers to embrace new ideas and find novel solutions to 

problems (Sattayaraksa & Boon-itt, 2016). Kumar and Sharma (2017) associated 

transformational leadership with CI and reported that transformational leaders influence 

and stimulate their followers to think innovatively and embrace improvement ideas. In 

examining the relationship between leadership styles and CI initiatives, Kumar and 

Sharma found that transformational leaders significantly and positively (R=0.978, R2= 

0.957, β=0.400, p=0.000) influence organizational CI strategies. These qualities of 

transformational leaders have implications for beverage manufacturing firms and leaders. 

Employee motivation, intellectual stimulation, and idealized influence are components of 
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transformational leadership that have implications for CI and beverage industry leaders 

who aspire to lead CI initiatives and deliver sustainable improvement.   

Beverage industry leaders may explore transformational leadership styles as 

strategies to improve performance and enhance CI because transformational leaders who 

motivate their followers have a positive effect on CI. Hoch et al. (2016) and Kumar and 

Sharma (2017) concluded that a transformational leadership style has implications for CI. 

This conclusion aligns with the views of Abasilim et al. (2018) and Omiete et al. (2018) 

on the implications of transformational leadership for business growth and sustainable 

improvement.  

Transformational leadership has implications for business performance (Chin et 

al., 2019; Widayati & Gunarto, 2017). Transformational leaders influence employee 

behavior and commitment to organizational goals (Abasilim et al., 2018; Chin et al., 

2019; Omiete et al., 2018). Widayati and Gunarto (2017) examined the impact of 

transformational leadership and organizational climate on employee performance.  

Widayati and Gunarto reported that transformational leadership positively and 

significantly affected employee performance (β = 0.485; t= 6.225; p=.000). Thus, 

business leaders and managers need to focus on building strategies that enhance 

transformational leadership competencies to improve employee performance (Ghasabeh 

et al., 2015; Widayati & Gunarto, 2017). Nigerian manufacturing leaders drive employee 

commitment and interest in CI initiatives by applying transformational leadership styles 
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(Abasilim et al., 2018). This leadership characteristic has implications for beverage 

industry leaders who seek novel strategies for enhancing CI and business performance.  

Louw et al. (2017) opined that transformational leadership elements are integral 

components of an organization's leadership effectiveness. There is a consensus that this 

leadership model is central to the display of effective leadership by managers and that 

this behavior easily translates to enhanced performance and organizational growth (Louw 

et al., 2017; Widayati & Gunarto, 2017). Thus, managers and leaders need to promote the 

appropriate strategies for transformational leadership competencies. A transformational 

leader creates a work environment conducive to better performance by concentrating on 

particular techniques, including employees in the decision-making process and problem-

solving, empowering and encouraging employees to develop greater independence, and 

encouraging them to solve old problems using new techniques (Dong et al., 2017).  

Transformational leaders enhance innovativeness and creativity in their followers 

and encourage their team members to embrace change and critical thinking in their 

routines and activities (Phaneuf et al.,2016). These qualities are relevant for CI in the 

beverage manufacturing process. McLean et al. (2019) found that leaders‘ support for 

problem-solving, employee engagement, and improvement related activities are avenues 

for strengthening CI. Employees are critical stakeholders in CI, and leaders who 

empower their followers to imbibe the appropriate attitudes for CI are in a better position 

to drive business growth and improvement. 
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Trust is a factor for leadership engagement, employee commitment, and CI. CI 

implementation might involve several change processes and the improvement of existing 

business and operational systems (Khattak et al., 2020). Transformational leaders 

positively impact organizational change and improvement efforts (Bass & Riggio, 2006; 

Khattak et al., 2020). These leaders influence and motivate their employees. Employees 

are critical change and improvement agents and play valuable roles in promoting 

organizational improvement initiatives. Transformational leaders significantly impact 

employee-level outcomes and behaviors, including organizational commitment (Islam et 

al., 2018). Transformational leaders have charisma and transform their followers' 

behaviors and interests, making them willing and capable of supporting organizational 

change and improvement efforts (Bass, 1985; Mahmood et al., 2019).  

To effect change, organizational leaders need to build trust in the team. Of all the 

qualities of transformational leaders, trust is one quality that might influence followers‘ 

beliefs and commitment to organizational improvement strategies (Khattak et al., 2020).  

Transformational leaders are influencers and role models who elicit trust in their 

followers (Bass, 1985; Islam et al., 2018). Trust is a critical factor for employee 

engagement and commitment to organizational goals and objectives. Trust in the leaders 

stimulates employee acceptance of organizational improvement initiatives and enhances 

followers‘ willingness to embrace CI. Khattak et al. (2020) found a positive and 

significant relationship between transformational leadership and trust (β = 0.45, p < 

0.01). Trust in the leader impacts CI. Khattak et al. (2020) reported a positive and 
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significant relationship between trust in the leader and CI (β = 0.78, p < 0.01). Trust has 

implications for business managers in the beverage industry and a critical factor for 

transformational leadership in the industry. It is important for beverage managers to 

understand the impact of trust on transformational leadership and how this relationship 

might affect successful CI.  

Similarly, Breevart and Zacher(2019), in their study of the impact of leadership 

styles on trust and leadership effectiveness in selected Dutch beverage companies, found 

that trust in the leader was positively related to perceived leader effectiveness (b* = .113, 

SE = .050, p < .05, CI [0.016, 0.211]). Breevart and Zacher reported a positive and 

significant relationship between transformational leadership and employee related leader 

effectiveness. Thus, beverage industry leaders who adopt transformational leadership 

styles and build trust in their followers might enhance CI. Beverage manufacturing 

leaders might adopt transformational leadership behaviors to motivate the employee to 

show higher commitment to improving every aspect of the organization. This relationship 

between trust, transformational leadership, and CI has implications for CI and the 

performance of the beverage manufacturing firms. One significance of Khattak et al.‘s 

study for the beverage industry is that the harmonious relationship between industry 

leaders and followers might enhance the level of trust between both parties and stimulate 

commitment to CI efforts.   

Transformational leaders enhance the motivation, morale, and performance of 

followers through a variety of mechanisms. Some of these mechanisms include 
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challenging followers to appreciate and work towards the collective organizational goals, 

motivating followers to take ownership and accountability for their work and roles, and 

inspiring and motivating followers to gain their interest and commitment towards the 

common goal. These mechanisms and leadership strategies are the critical components of 

the transformational leadership model (Bass, 1985; Islam et al., 2018). Through these 

strategies, a transformational leader aligns followers with tasks that enhance their 

potentials and skills, translating to improved organizational growth and performance 

(Odumeru & Ifeanyi, 2013). Intellectual stimulation and idealized influence are two 

transformational leadership variables of interest in this study. The next sections include a 

critical synthesis and analysis of the literature on these transformational leadership 

variables.   

Intellectual Stimulation 

Intellectual stimulation is a leadership component that refers to a leader‘s ability 

to promote creativity in the followers and encourage them to solve problems through 

brainstorming, intellectual reasoning, and rational thinking (Ogola et al., 2017). 

Intellectual stimulation is the extent to which a leader motivates and stimulates followers 

to exhibit intelligence, logical and analytical thinking, and complex problem-solving 

skills (Robinson & Boies, 2016). A business leader displays intellectual stimulation by 

enabling a culture of innovative thinking to solve problems and achieve set goals (Dong 

et al., 2017).  
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Leaders‘ intellectual stimulation affects organizational outcomes (Ngaithe & 

Ndwiga, 2016). Ngaithe and Ndwiga (2016) reported a positive but statistically 

insignificant relationship between intellectual stimulation and organizational performance 

of commercial state-owned enterprises in Kenya. Ogola et al. (2017) investigated leaders‘ 

intellectual stimulation on employee performance in Small and Medium Enterprises 

(SMEs) in Kenya. The study‘s outcome indicated a positive and significant correlation 

t(194) = .722, p< .000  between leaders‘ intellectual stimulation and employee 

performance. The results also showed a positive and significant relationship,( β = .722, 

t(194)= 14.444, p< .000.) between the two variables (Ogola et al., 2017). Thus, leaders 

who display intellectual stimulation have a greater chance of enhancing the performance 

of their followers. The outcome of this study is important for beverage industry leaders 

who strive to deliver CI goals. Employee involvement and performance are critical for CI 

(Antony & Gupta, 2019). Employees are critical stakeholders in CI implementation, and 

the ability of the leader to stimulate the followers intellectually could help influence their 

participation and involvement in CI programs (Anthony et al., 2019). Thus, intellectual 

stimulation is one transformational leadership strategy that beverage industry leaders 

might find useful in their CI quest and implementation.  

Anjali and Anand (2015) assessed the impact of intellectual stimulation, a 

transformational leadership element, on employee job commitment. The cross-sectional 

survey study involved 150 information technology (IT) professionals working across six 

companies in the Bangalore and Mysore regions of Karnataka. Anjali and Anand reported 
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that employees' intellectual stimulation positively impacted perceived job commitment 

levels and organizational growth support. The mean value of the number of IT 

professionals who agreed that their job commitment was due to the presence of 

intellectual stimulation (80.5) was higher than those who disagreed (14.5). The result of 

Anjali and Anand‘s study (t = 14.68, df = 35, p < 0.005) is a good indication of the 

significant and positive effect of intellectual stimulation on perceived levels of job 

commitment. Managers and leaders who aspire to provide reliable results and improved 

performance can adopt transformational leadership styles that stimulate employees to 

become innovative in task execution (Anjali & Anand, 2015). Beverage industry leaders 

might find the outcome of this study critical to the successful implementation of CI 

strategies. Lack of commitment of critical stakeholders is one of the barriers to the 

successful implementation of CI initiatives. Anthony et al. (2019) found that leaders who 

stimulate stakeholders' commitment and the workforce are more likely to succeed in their 

CI implementation drive. Employee and management commitment towards using CI 

strategies such as SPC, DMAIC, and TQM would engender a CI-friendly work 

environment and maximize the benefits of CI implementation in manufacturing firms 

(Sarina et al. 2017; Singh et al., 2018). 

Smothers et al. (2016) highlighted intellectual stimulation as a strategy to improve 

the communication and relationship between employees and their leaders. Smothers et al. 

found a positive and significant relationship between intellectual stimulation and 

communication between employees and leaders (R2 = 0.43, p< 0.01). Open and honest 
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communications are critical requirements for quality management and improvement in 

manufacturing firms (Marchiori & Mendes, 2020). Beverage manufacturing leaders are 

not always on the production floor to monitor the manufacturing process. Effective, open, 

and honest communication of production outcomes, input, and output parameters and 

outcomes to managers and leaders is critical for quality and efficiency improvement 

(Gracia et al., 217; Nguyen & Nagase, 2019). Problem-solving is a typical improvement 

practice in beverage manufacturing (Kunze, 2004). Accurate information, from 

production log sheets and communication from operators to managers, would enhance 

problem-solving and fact-based decision-making. The intellectual stimulation of 

employees would drive open and honest communication (Smothers et al., 2016). This 

leadership trait is one strategy that beverage industry leaders might find helpful in their 

CI efforts.  

The intellectual stimulation provided by a transformational leader influences the 

employee to think innovatively and explore different dimensions and perspectives of 

issues and concepts (Ghasabeh et al., 2015). Innovative thinking is a crucial ingredient 

for growth and improvement. CI and quality management are customer-focused (Gracia 

et al., 2017). Firms such as beverage manufacturing companies need to meet and exceed 

their customers' needs in today‘s competitive and globalized market. To meet consumers' 

and customers' needs, firms need leaders who can intellectually stimulate the workforce 

and drive their interest in growth and improvement initiatives (Ghasabeh et al., 2015; 

Robinson & Boies, 2016). Transformational leaders who intellectually stimulate their 
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employees motivate them to work harder to exceed expectations. These employees 

embrace this challenge because of trust, admiration, and respect for their leaders (Chin et 

al., 2019). Beverage industry leaders who aspire to improve efficiency and quality-related 

performance indices continually need to provide an inspirational mission and vision to 

employees.  

Business managers and leaders use different transformational leadership styles 

and behaviors to stimulate positive employee and subordinate actions for business 

performance (Elgelal & Noermijati, 2015; Orabi, 2016). Kirui et al. (2015) studied the 

impact of different leadership styles on employee and organizational performance. Kirui 

et al. collected data from 137 employees of the Post Banks and National Banks in 

Kenya's Rift Valley area. Kirui et al. used the questionnaire technique to collect data and, 

through descriptive and inferential statistical analyses, reported that both intellectual 

stimulation and individualized consideration positively and significantly influenced 

performance. The results showed that variations in the transformational leadership 

models of intellectual stimulation and individualized consideration accounted for about 

68% of the difference in effective organizational performance. This study's outcome has 

implications for leaders' role and their ability to use their leadership styles to influence 

business performance indicators. Beverage manufacturing leaders might leverage the 

benefits of employees' intellectual stimulation to improve CI and performance.  
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Idealized Influence  

Idealized influence is one of the transformational leadership factors and 

characteristics (Al‐Yami et al., 2018; Downe et al., 2016). Bass and Avolio (1997) 

defined idealized influence as the characteristics of leaders who exhibit selflessness and 

respect for others. Leaders who display idealized influence can increase follower loyalty 

and dedication (Bai et al., 2016). This leadership attribute also refers to leaders' ability to 

serve as role models for their followers, and leaders could display this leadership style as 

a form of traits and behaviors (Downe et al., 2016). Idealized influence attributes are 

those followers' perceptions of their leaders, while idealized influence behaviors refer to 

the followers' observation of their leaders' actions and behaviors (Al‐Yami et al., 2018; 

Bai et al., 2016). Idealize influence entails the qualities and behaviors of leaders that their 

subordinates can emulate and learn. Leaders who show idealized influence stimulate 

followers to embrace their leaders' positive habits and practices (Downe et al., 2016). 

Thus, followers' commitment to organizational goals and objectives directly affects the 

idealized leadership attribute and behavior.  

Idealized influence is a well-researched leadership style in business and 

organizations. Al-Yami et al. (2018) reported a positive relationship between idealized 

influence, organizational outcomes, and results. Graham et al. (2015) suggested that 

leaders who adopt an idealized influence leadership style inspire followers to drive and 

improve organizational goals through their behaviors. This characteristic of leaders who 

promote idealized influence is beneficial for implementing sustainable improvement 
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strategies. Malik et al. (2017) suggested that a one-level increase in idealized influence 

would lead to a 27 unit increase in employees‘ organizational commitment and a 36 unit 

improvement in job satisfaction. Effective leadership is at the heart of driving CI, and 

business managers who display idealized influence attributes and behaviors are in a better 

position to deploy CI initiatives (Singh & Singh, 2015). Effective leadership styles for 

driving CI initiatives entail gaining followers' trust and commitment, helping employees 

embrace CI programs, and selflessly helping employees remove barriers to successful CI 

implementation (Mosadeghrad, 2014). These are the traits and characteristics exhibited 

by leaders with idealized influence attributes and behaviors. 

Knowledge sharing is a critical factor for organizational competitiveness and 

improvement. Business leaders are responsible for promoting knowledge sharing among 

the employees and the entire organization (Berraies & El Abidine, 2020). Business 

leaders who encourage knowledge-sharing to stimulate ideas generation and mutual 

learning relevant to organizational improvement, competitiveness, and growth (Shariq et 

al., 2019). Knowledge sharing enhances the absorptive capacity for organizational CI 

(Rafique et al., 2018). Transformational leaders encourage their employees to share 

knowledge for the growth and development of the organization. Berraies and El Abidine 

(2020) and Le and Hui (2019) found a positive relationship between transformational 

leadership and employee knowledge sharing. Yin et al. (2020) reported a positive and 

significant (β = 0.35, p < 0.01) relationship between idealized influence and 

organizational knowledge sharing in China. Thus, beverage manufacturing leaders who 
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practice idealized influence would likely achieve successful implementation of CI 

initiatives.  

Continuous Improvement 

CI is a collection of organized activities and processes to enhance organizational 

effectiveness and achieve sustainable results (Butler et al., 2018). Veres et al. (2017) 

defined CI as a tool and strategy for enhanced organizational performance. There are 

different frameworks for implementing CI, and the awareness of these frameworks can 

help business managers to deliver maximum results and performance (Butler et al., 

2018). In their study of the impact of CI on organizational performance indices, Butler et 

al. (2018) reported that a manufacturing company recorded a savings of $3.3m, which 

equates to 3.4% of its annual manufacturing cost in the first four years of implementing 

and sustaining CI initiatives. This finding supports the positive correlation between CI 

initiatives and organizational performance. 

CI activities performed by business managers and leaders can positively affect 

manufacturing KPI and firm performance (Gandhi et al., 2019; McLean et al., 2017; 

Sunadi et al., 2020). In the study of the impact of CI in Northern India's manufacturing 

company, Gandhi et al. (2019) reported that managers might increase their organizations' 

performance by a factor of 0.15 through CI initiatives' implementation. Furthermore, 

Sunadi et al. (2020) found that an Indonesian beverage package manufacturing company 

deployed CI initiatives to improve its process capability index KPI by 73%.  
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Sunadi et al. (2020) investigated the effect of CI on the KPI of an aluminum 

beverage and beer cans production industry in Jakarta, Indonesia. The Southern East Asia 

region contributes about 7.2% of the total 335 billion of the global beverages cans 

demand, and there is the need to ensure that beverage cans manufactured from this region 

could compete favorably with those from other markets and meet the industry standards 

of quality and price (Mohamed, 2016). The drop impact resistance (DIR) is a quality 

parameter and a measure of the beverage package to protect its content and withstand 

transportation and handling (Sunadi et al., 2020). Sunadi et al. reported the effectiveness 

of the PDCA and other CI processes, such as Statistical Process Control (SPC), in 

enhancing the beverage industry KPI. Specifically, beverage managers would find such 

tools as PDCA and SPC useful in improving DIR and the quality of beverage package. 

CI strategies and programs vary, and organizations might decide on the 

improvement methodologies that suit their needs. The selection of the most appropriate 

CI strategies tools and the methods that best fit an organization's needs is crucial to a 

good project result (Anthony et al., 2019). Despite the evidence to support CI in the 

business environment and especially manufacturing organizations, there are hurdles to 

implementing these initiatives (Jurburg et al., 2015). Some of the reasons for CI failures 

include lack of commitment and support from management and business managers and 

leaders' inability to drive the CI initiatives (Anthony et al., 2019; Antony & Gupta, 2019). 

The failure of managers and leaders to drive and successfully implement CI 

initiatives negatively affects business performance (Galeazzo et al., 2017). Business 
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managers can implement CI strategies to reduce manufacturing costs by 26%, increase 

profit margin by 8%, and improve sales win ratio by 65% (Khan et al., 2019; Shumpei & 

Mihail, 2018).  Thus, understanding the requirement for a successful implementation of 

CI initiatives could be one of the drivers of organizational performance in the beverage 

sector. Business managers and leaders struggle to sustain CI initiatives' momentum in 

their organizations (Galeazzo et al., 2017). There is a high rate of failure of CI initiatives 

in organizations, especially in the manufacturing sector, where its use could lead to 

quality improvement and production efficiency (Anthony et al., 2019; Jurburg et al., 

2015; McLean et al., 2017. Leaders' failure to use CI to deliver the expected results in 

most organizations makes this subject important for beverage industry managers and 

leaders. There are limited reviews and literature on CI initiatives' failure in manufacturing 

organizations (Jurburg et al., 2015; McLean et al., 2019). Despite the nonsuccessful 

implementation of CI initiatives, there are limited empirical researches to explore failure 

of CI (Anthony et al., 2019; Arumugam et al., 2016). Also, there are few empirical 

studies on the nonsuccess of CI programs in Nigerian beverage manufacturing 

organizations. These positions justify the need to explore some of the reasons for the 

failure of CI initiatives.  

The prevalence of non-value-adding activities and wastages that impede growth 

and development is one of the challenges facing the Nigerian manufacturing industry, of 

which the beverage sector is a critical part (Onah et al., 2017). These non-value-adding 

activities include keeping high stock levels in the supply chain, low material efficiencies 
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resulting in high process losses and rework, quality deviations and out of specifications, 

and long waiting time for orders. Most beverage manufacturing firms also face the 

challenge of inadequate and epileptic public utility supply that could affect the quality of 

the products and slow down production cycles. The existence of these sources of waste 

and inefficiencies in the manufacturing process indicates the nonexistence or failure of CI 

initiatives (Abdulmalek et al., 2016). Some of the Nigerian manufacturing sector's 

challenges include inefficiencies and wastages in the production processes (Okpala, 

2012; Onah et al., 2017). Beverage managers may use CI to improve operational 

efficiency and reduce product quality risks. One of the frameworks for CI is the PDCA 

cycle. The following section includes an overview of the PDCA cycle.  

PDCA Cycle 

Shewhart, in the 1920s, introduced the PDCA as a plan-do-check (PDC) cycle 

(Best & Neuhauser, 2006; Deming, 1976; Singh & Singh, 2015). Deming (1986) 

popularized and expanded the idea to a plan-do-check-act process. PDCA is an 

improvement strategy and one of the frameworks for achieving CI (Khan et al., 2019; 

Singh & Singh, 2015; Sokovic et al., 2010). Table 1 is a summary of the PDCA 

components  
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Table 2 
 

The PDCA cycle Showing the Various Details and Explanations 

Cycle component Explanation 

Plan (P)  Define what needs to happen and the expected outcome 

Do (D) Run the process and observe closely 

Check (C)  Compare actual outcome with the expected outcome 

Act (A) Standardize the process that works or begin the cycle again 

 

Manufacturing managers use the PDCA cycle to improve key performance 

indicators (KPI) and organizational performance (McLeana et al., 2017; Shumpei & 

Mihail, 2018; Sunadi et al., 2020). 

The Plan stage is the first element of the PDCA cycle for identifying and 

analyzing the problem (Chojnacka-Komorowska & Kochaniec, 2019: Sokovic et al., 

2010). At this stage, the manager defines the problem and the characteristics of the 

desired improvement. The problem identification steps include formulating a specific 

problem statement, setting measurable and attainable goals, identifying the stakeholders 

involved in the process, and developing a communication strategy and channel for 

engagement and approval (Sunadi et al., 2020). At the end of the planning stage, the 

manager clarifies the problem and sets the background for improvement.  

The Do step is when the manager identifies possible solutions to the problem and 

narrows them down to the real solution to address the root cause. The manager achieves 
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this goal by designing experiments to test the hypotheses and clarifying experiment 

success criteria (Morgan & Stewart, 2017). This stage also involves implementing the 

identified solution on a trial basis and stakeholder involvement and engagement to 

support the chosen solution.  

The Check stage involves the evaluation of results. The manager leads the trial 

data collection process and checks the results against the set success criteria (Mihajlovic, 

2018). The check stage would also require the manager to validate the hypotheses before 

proceeding to the next phase of the PDCA cycle (i.e., the Act stage) or returning to the 

Plan stage to revise the problem statement or hypotheses.  

The manufacturing manager uses the Act step to entrench learning and successes 

from the check stage (Morgan & Stewart, 2017). The elements of this stage include 

identifying systemic changes and training needs for full integration and implementation 

of the identified solution, ongoing monitoring, and CI of the process and results (Sokovic 

et al., 2010). During this stage, the manager also needs to identify other improvement 

opportunities.   

There are several CI strategies for systems, processes, and product improvement 

in the beverage and manufacturing industries. Some of these CI initiatives include the 

define, measure, analyze, improve, and control (DMAIC) cycle, SPC, LMS, why, what, 

where, when, and how (5W1H), problem-solving techniques, and quality management 

systems (Antony & Gupta, 2019; Gandhi et al., 2019; McLean et al., 2017; Sunadi et al., 
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2020). The following sections include critical analysis and synthesis of the CI strategies 

and methodologies in the beverage and manufacturing sector 

DMAIC 

DMAIC is a data-driven improvement cycle that business managers might use to 

improve, optimize, and control business processes, systems, and outputs (Antony & 

Gupta, 2019). DMAIC is one of the tools that beverage manufacturing managers use to 

ensure CI and consists of five phases of define, measure, analyze, improve, and control 

(Sharma et al., 2018; Singhel, 2017). The five-step process includes a holistic approach 

for identifying process and product deviations and defining systems to achieve and 

sustain the desired results. Manufacturing managers and leaders are owners of the 

DMAIC tool and steer the entire organization on the right path to this model's practical 

and sustainable deployment. Table 2 includes the definition and clarification of the 

manager‘s role in each of the DMAIC process steps  
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Table 3 
 

The DMAIC Steps and the Manager’s Role in Each Stage 

DMAIC 

component 
Manager‘s role 

Define (D)  
Define and analyze the problem, priorities, and customers that would benefit from the 

process res and results (Singh et al., 2017). 

Measure (M) 
Quantify and measure the process parameter of concern and identifying the current state 

of performance. 

Analyze (A)  
Examine and scrutinize to identify the most critical causes of performance failure (Sharma 

et al., 2018). 

Improve (I) Determine the optimization processes required to drive improved performance.  

Control (C) Maintain and sustain improvements (Antony & Gupta, 2019) 

 

Six Sigma and DMAIC are continuous and quality improvement strategies that 

business managers may use to drive quality management systems in the beverage sector 

(Antony & Gupta, 2019). Desai et al. (2015) investigated Six Sigma and DMAIC 

methodologies for quality improvement in an Indian milk beverage processing company. 

There was a deviation in the weight of the milk powder packet of 1 kilogram (kg) 

category. Desai et al. reported that the firm introduced Six Sigma and DMAIC strategies 

to solve this problem that had a considerable impact on quality and productivity.  The 

practical implementation of DMAIC methodology resulted in a 50% reduction in the 1kg 

milk powder pouch's rejection rate. De Souza Pinto et al. (2017) studied the effect of 

using the DMAIC tool to reduce the production cost of soft drinks concentrate on Tholor 

Brasil Limited. Before the implementation of DMAIC, the company had a monthly 

production input loss of 6%. In the first half of 2016, the company lost R $ 71,506.75 



58 

 

 

 

($13,876.89). The projected savings from the DMAIC PDCA cycle deployment was 

R$54,824.63 ($10,693.36), and the company could use these savings to offset its staff 

training cost of R$40,000 ($7,762.56). Beverage manufacturing managers who use the 

DMAIC tool could reduce production losses and improve business savings (De Souza 

Pinto et al., 2017). Thus, DMAIC has implications for CI in the beverage sector and is a 

critical tool that beverage managers may consider in the quest to enhance continuous and 

sustainable improvements.  

SPC  

SPC is one of the most common process control and quality management tools in 

the beverage and manufacturing industry (Godina et al., 2016). The statistical control 

charts are the foundations of SPC. Shewhart of the Bell telephone industries developed 

the statistical control charts in the 1920s (Montgomery, 2000; Muhammad & Faqir, 

2012). Beverage manufacturing managers use the SPC chart to display process and 

quality metrics (Montgomery, 2000). The SPC chart consists of a centerline representing 

the mean value for the process, quality, or product parameter in control (e.g., meets the 

desired specification and standard). There are also two horizontal lines, the upper control 

limit (UCL) and the lower control limit (LCL), in the layout of the SPC chart 

(Muhammad & Faqir, 2012). These process charts are commonplace in most 

manufacturing firms 

Process managers and leaders use the SPC to monitor the process, identify 

deviations from process standards, and articulate corrective measures to prevent 
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reoccurrence (Godina et al., 2018). It is common in most beverage and manufacturing 

organizations to see SPC charts on machines, production floors, and KPI boards with 

details of the critical process indicators that guarantee in-specification and just-in-time 

production. Godina et al. (2018) opined that managers in manufacturing firms use the 

process charts to indicate the established limits and specifications of a production 

parameter of interest. The corrective and improvement actions documented on the charts 

enable easy trouble-shooting and problem-solving.  

Manufacturing managers use SPC charts to monitor process and quality 

parameters, reduce process variations, and improve product quality (Subbulakshmi et al., 

2017). Muhammad and Faqir (2012) deployed the SPC chart to monitor four process and 

product parameters: weight, acidity and basicity (pH), citrate concentration, and amount 

to fill in the Swat Pharmaceutical Company. Muhammad and Faqir plotted the process 

and product parameters on the SPC chart. Muhammad and Faqir reported all four 

parameters to be out of control and required corrective actions to bring them back within 

specification. The outcomes of Muhammed and Faqir (2012) and Godina et al. (2018) are 

indications of the potential benefits of SPC in manufacturing operations. Thus, using SPC 

as a process and product quality control tool has implications for CI in the beverage 

industry. Thus, it is useful to examine the appropriate leadership styles for effectively and 

successfully deploying SPC as a CI tool.  

SPC is a widely accepted model for monitoring and CI, especially in 

manufacturing organizations (Ved et al., 2013). Manufacturing leaders may use the SPC 
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to visualize the process, and product quality attributes to meet consumer and customer 

expectations (Singh et al., 2018). The pictorial representation of the SPC charts and the 

indication of the values outside the center (control) line are valuable strategies that 

managers may use to identify the out-of-control processes and parameters. Using SPC 

entails taking samples from the production batches, measuring the desired parameters, 

and then plotting these on control charts. Statistical analysis of the current and historical 

results might help manufacturing managers and leaders evaluate their process and 

products' status, confirm in-specification and areas that require intervention to ensure 

consistent quality (Ved et al., 2013). 

The benefits of using the SPC include reducing process defects and wastes, 

enhancing process and product efficiency and quality, and compliance with local and 

international standards and regulations (Singh et al., 2018). Food and beverage managers 

may find CI tools like SPC useful in their quest for international quality certifications 

(Dora et al., 2014; Sarina et al., 2017). Quality certifications such as ISO serve as a 

formal attestation of the food and beverage product quality (Sarina et al., 2017). Thus, 

beverage industry leaders may use SPC to improve the process and product quality.  

Notwithstanding its relevance as a CI tool, beverage manufacturing leaders 

struggle to maximize its benefit. Sarina et al. (2017) identified some of the barriers to 

successfully implementing SPC in the food industry to include resistance to change, lack 

of sufficient statistical knowledge, and inadequate management support. Successful 

implementation of SPC processes and systems requires leadership awareness and 
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commitment (Singh et al., 2018). Singh et al. (2018) opined that some factors responsible 

for CI initiatives' failure in manufacturing industries include the non-involvement and 

inability of process managers to motivate their employees towards an SPC-oriented 

operation. Inadequate management commitment is one of the barriers to implementing 

SPC processes in manufacturing organizations (Alsaleh, 2017; Sarina et al., 2017). Thus, 

successful implementation of SPC processes and systems requires leadership awareness 

and commitment. Lack of statistical knowledge is a threat to the implementation of SPC.  

LMS 

LMS is a production system where manufacturing managers and employees adopt 

practices and approaches to achieve high-quality process inputs and outputs (Johansson 

& Osterman, 2017). The Japanese auto manufacturer, TMC, introduced the lean concept 

in the early 50s (Krafcik, 1988). The LMS is an integral component of Toyota‘s 

manufacturing process (Bai et al., 2019; Krafcik, 1988). Identifying and eliminating non-

value-added steps in the production cycle are the fundamental principles of the lean 

manufacturing system (Bai et al., 2019). The LMS also entails manufacturing managers‘ 

reduction and elimination of wastes (Bai et al., 2017). LMS is a well-researched subject 

in the manufacturing setting, especially its link with CI strategies. There are studies on 

LMS evolution (Fujimoto, 1999), implementation programs (Bamford et al., 2015; 

Stalberg & Fundin, 2016), and LMS tools and processes (Jasti & Kodali, 2015).  

LMS is a CI tool that leaders may use to enhance manufacturing efficiency, 

quality, and reduce production losses (Bai et al., 2017). Some of the LMS characteristics 
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include high quality, flexible production process, production at the shortest possible time, 

and high-level teamwork amongst team members (Johansson & Osterman, 2017). Thus, 

the LMS is a strategy in most production systems, and leaders may use this tool to 

achieve CI. The benefits that manufacturing managers may derive from LMS include 

enhanced quality of products, enhanced human resources efficiency, improved employee 

morale, and faster delivery time (Jasti & Kodali, 2015). Bai et al. (2017) argued that 

manufacturing managers need to embrace transitioning from the traditional ways of doing 

things to more effective and efficient lean manufacturing practices that would enhance CI 

and growth. Nwanya and Oko (2019) further argued that culture operating using 

traditional systems and the apathy to transition to lean systems are some of the challenges 

of successful CI implementation in the Nigerian beverage manufacturing firms (Nwanya 

& Oko, 2019). 

Manufacturing managers may adopt lean methods as strategies for CI and 

sustainable growth. LMS tools for CI include just-in-time, Kaizen, Six Sigma, 5S 

(housekeeping), Total Productive Maintenance (TPM), and Total Quality Management 

(TQM) (Bai et al., 2019; Johansson & Osterman, 2017). The next section includes 

discussions on the typical LMS tools in the beverage industry 

Just-in-Time (JIT). JIT is a manufacturing methodology derived from the 

Japanese production system in the 1960s and 1970s (Phan et al., 2019). JIT is a 

manufacturing lean manufacturing and CI strategy that originated from the Toyota 

Corporation (Phan et al., 2019; Burawat, 2016). JIT is a production philosophy that 
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entails manufacturing products that meet customers‘ needs and requirements in the 

shortest possible time (Aderemi et al., 2019). Manufacturing leaders use just-in-time to 

reduce inventory costs and eliminate wastes by not holding too many stocks in the supply 

chain and manufacturing process (Phan et al., 2019). Reduced inventory costs and 

stockholding would improve manufacturing costs and efficiencies (Burawat, 2016; 

Onetiu & Miricescu, 2019). Ultimately, JIT can help manufacturing managers to improve 

the quality levels of their products, processes, and customer service (Aderemi et al., 

2019; Phan et al., 2019).  

The main principles of JIT include (a) the existence of a culture of promptness in 

the supply chain, (b) optimum quality, (c) zero defects, (d) zero stocks, (e) zero wastes, 

(f) absence of delays, and (g) elimination of bureaucracies that cause inefficiencies in the 

production flow (Aderemi et al., 2019; Onetiu & Miricescu, 2019).  Beverages have 

prescribed total process time for optimum quality (Kunze, 2004). Holding excessive 

stock is a potential source of quality defects as beverages may become susceptible to 

microbial contamination and flavor deterioration (Briggs et al., 2011). Manufacturing 

managers may adopt JIT production to reduce the risks associated with excess inventory 

and stockholding.  

Some of the JIT systems available to manufacturing managers are Kanban and 

Jidoka (Braglia et al., 2020; Nwanya & Oko, 2019). Kanban, originated by Taiichi Ohno 

at Toyota, is a tool for improving manufacturing efficiency (Saltz & Heckman, 2020). 

Kanban is a Japanese word that means signboard and is a visual management tool that 
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manufacturing managers may use to manage workflow through the various production 

stages and processes (Braglia et al., 2020; Saltz & Heckman, 2020). A manufacturing 

manager may use kanban to visualize the workflow, identify production bottlenecks, 

maximize efficiency, reduce re-work and wastes, and become more agile. Kanban is a 

scheduling tool for lean manufacturing and JIT production and is thus one of the 

philosophies for achieving CI (Braglia et al., 2020). Jidoka is another tool for achieving 

JIT manufacturing (Nwanya & Oko, 2019).  

In most manufacturing organizations, including the beverage sector, the 

traditional approach of having operators and supervisors in front of machines to operate 

and ensure that process inputs and outputs are within the desired specification. This basic 

form of production requires the operators to spend valuable time standing by and 

watching the machines run. Jidoka entails equipping these machines with the capability 

of making judgments (Nwanya & Oko, 2019). This approach would enable leaders to free 

up time for operators, and so workers do more valuable work and add value than standing 

and watching the machines. Jidoka aligns with the JIT philosophy of eliminating non-

value-adding activities and cutting down on lost times (Braglia et al., 2020).  

Beverage manufacturing managers maximize process and product quality by 

implementing JIT systems and processes (Aderemi et al., 2019). Phan et al. (2019) 

examined the relationship between JIT systems, TQM processes, and flexibility in a 

manufacturing firm and reported a positive correlation between JIT and TQM practices. 

The results indicated a significant and positive correlation of 0.46 (at 1% level) between a 
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JIT system of set up time reduction and process control as a TQM procedure. Phan et al. 

(2019) further performed a regression analysis to assess the impact of TQM practices and 

JIT production practices on flexibility performance. Phan et al.  reported a significant 

effect of setup time reduction on process control (R
2
 = 0.094, F-Statistic= 8.05, p-value = 

0.000). Furthermore, the regression analysis outcome indicated that the JIT and TQM 

systems positively and significantly affected manufacturing flexibility. This relationship 

between JIT, TQM, and manufacturing efficiency might have implications for Nigerian 

beverage industry managers. Thus, it is critical for beverage industry leaders to appreciate 

the existence, if any, of leadership styles prevalent in the organization and the successful 

implementation of CI strategies such as JIT and TQM.   

There is a link between JIT and quality management (Aderemi et al., 2019; Phan 

et al., 2019). Other elements of JIT, such as JIT delivery by suppliers and JIT link with 

customers, can also have a positive impact on TQM practices like supplier and customer 

involvement (Zeng et al., 2013). Thus, JIT is a critical CI strategy that manufacturing 

firms can use to improve product quality. Implementing the appropriate leadership for 

JIT has implications for CI. The intent of this study is to assess the relationship between 

the desired transformational leadership styles and CI in the Nigerian beverage industry.  

Total Quality Management (TQM). TQM is a management system for 

improving quality performance (Nguyen & Nagase, 2019). The original intention of 

introducing and implementing TQM systems in a manufacturing setting was to deliver 

superior quality products that exceed customers‘ expectations (Garcia et al., 2017; Powel, 
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1995).  Over the years, TQM evolved into a long-term strategy and business management 

process geared towards customer satisfaction. TQM is a process-centered, customer-

focused, and integrated system (Gracia et al., 2017; Nguyen & Nagase, 2019). TQM 

enables business managers to build a customer-focused organization (Marchiori & 

Mendes, 2020). This philosophy would involve every organization member working to 

improve processes, products, and services in the manufacturing setting. TQM also entails 

effective communication of quality expectations, continual improvement, strategic and 

systemic approaches, and fact-based decision-making (Marchiori & Mendes, 2020). 

Effective TQM implementation requires leadership support.  

Implementing TQM practices improves manufacturing operational performance 

(Tortorella et al., 2020), and this benefit is essential to a beverage manufacturing leader. 

Communicating TQM policies, seeking employees' involvement in quality improvement 

strategies, using SPC tools, and having the mentality for zero defects are some 

characteristics of TQM-focused leaders. There is a direct correlation between employees‘ 

participation in TQM and its successful implementation as a CI initiative.  

In a 21 manufacturing firm survey in the Nagpur region, Hedaoo and Sangode 

(2019) reported a positive and significant correlation of 0.5000 (at 0.001 level) between 

employee involvement in TQM practices and CI. Leaders who promote employee 

involvement would likely achieve their TQM and CI goals (Hedaoo & Sangode, 2019). 

Thus, beverage leaders need to consider engaging employees in all aspects of production 

as a yardstick for delivering CI goals. Employees and other levels of employees are 
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actively involved in the entire supply chain operations of the organization and are critical 

stakeholders for successful CI implementation (Marchiori & Mendes, 2020). Beverage 

industry leaders need to appreciate the implications of employee engagement for CI. 

Understanding and appreciating the relationship between leadership styles that stimulate 

employee engagement, such as intellectual stimulation and idealized influence, is a 

critical requirement for CI and one of the objectives of this study.  

TQM also involves collaborating with all organizational functions and sub-units 

to meet the firm‘s quality promise and objectives. Karim et al. (2020) opined that TQM is 

a strategic quality improvement system in food manufacturing and meets specific 

customer and consumer needs. TQM also has a significant and positive correlation with 

perceived service quality and customer satisfaction (Nguyen & Nagase, 2019). The 

beverage manufacturing firms would find TQM valuable as a potential tool for improving 

customer base and consumer satisfaction, and driving competitiveness. Successful 

implementation of TQM and other lean-based continuous management processes is a 

challenge for Nigerian manufacturing firms (Nwanya & Oko, 2019). The objective of this 

study is to establish, if any, the relationship between specific beverage managers‘ 

leadership styles and CI strategies including continuous quality improvement. If TQM 

has implications for CI, it would be critical for beverage industry managers to understand 

the link and drive the appropriate transformational leadership styles for CI.  

Total Productive Maintenance (TPM). TPM is a maintenance philosophy that 

entails keeping production equipment in optimal and safe working conditions to deliver 
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quality outputs and results (Abhishek et al., 2015; Abhishek et al., 2018; Sahoo, 2020). 

TPM is a lean management tool for CI (Sahoo, 2020). Like other lean-based systems, 

TPM originated from Japan in 1971 by Nippon Denso Company Limited, a TMC 

supplier (Abhishek et al., 2018). TPM is the holistic approach to equipment maintenance, 

which entails no breakdowns, no small stops or reduced running efficiency, elimination 

of defects, and avoidance of accidents (Sahoo, 2020).  

TPM involves machine operators' engagement in maintenance activities 

(Abhishek et al., 2015; Guarientea et al., 2017; Nwanza & Mbohwa, 2015; Valente et al., 

2020). TPM is proactive and preventive maintenance to detect the likelihood of machine 

failure and breakdowns and improve equipment reliability and performance (Valente et 

al., 2020). Leaders build the foundation for improved production by getting operators 

involved in maintaining their equipment and emphasizing proactive and preventative 

care. Business leaders‘ ability to deliver quality products that meet customer expectations 

is dependent on the working conditions of the production machines. TPM has a direct 

impact on TQM and manufacturing firms‘ performance (Sahoo, 2020; Valente et al., 

2020). TPM pillars include autonomous maintenance, planned maintenance, quality 

maintenance, and focused improvement (Guarientea et al., 2017; Lean Manufacturing 

Tools, 2020).  

CI and Quality Management in the Beverage Industry.  

Beverages could be alcoholic and non-alcoholic products (Briggs et al., 2011; 

Kunze, 2004). These products, especially non-alcoholic beverages, are prone to spoilage 
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and microbial contamination and could pose a health and safety risk to consumers (Aadil 

et al., 2019; Briggs et al., 2011). QM is an integral element of TQM and could serve as a 

tool for ascertaining the root cause of quality defects and contamination in the production 

process (Al-Najjar, 1996; Sachit et al., 2015). Sachit et al. (2015) reported that food 

manufacturing leaders deployed QM to achieve zero customer and regulatory complaints 

and reduced finished product packaging defects from 1.20% to 0.27%. Identifying and 

eliminating these sources earlier in the production process reduced the re-work cost later 

in the supply chain.  

The quality of any beverage includes such factors as the quality of the finished 

product and the quality of raw materials, processing plant quality, and production process 

quality (Aadil et al., 2019). Quality defects and deviations can lead to product defects, 

food safety crises, and product recall (Aadil et al., 2019; Kakouris & Sfakianaki, 2018). 

Beverage quality defects include deterioration of the product, imperfections in beverage 

packaging, microbial contamination, variations in finished product analytical indices, and 

negative quality characteristics such as off-flavors, unpleasant taste, and foul smell (Aadil 

et al., 2019). There are other quality deviations such as variations in volume and weight 

of beverage, products exceeding best before date, inconsistencies and errors in product 

labeling and coding, and extraneous materials and particles in the finished product. A 

beverage manufacturing plant's quality management system is the totality of the systems 

and processes to deliver all product quality indices and satisfy customer expectations. 

The ultimate reflection of beverage quality is the ability to meet and satisfy customers' 
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needs and consumers. 

Quality is somewhat a tricky subject to define and is a multidimensional and 

interdisciplinary concept. Gavin (1984) described the five fundamental approaches for 

quality definition: transcendent, product-based, manufacturing-based, and value-based 

processes. In the beverage manufacturing setting, quality is the aggregation of the process 

and product attributes that meet the desired standard and customer expectations. Quality 

control is a system that beverage industry leaders use for maintaining the quality 

standards of manufactured products. The International Organization for Standardization 

(ISO) is one of the regulators of quality and quality management systems. As defined by 

the ISO standards, quality control is part of an organization‘s quality management system 

for fulfilling quality expectations and requirements (ISO 9000:2015, 2020). The ISO 

standards are yardsticks and practical guidelines for manufacturing leaders to implement 

and ensure quality control in a manufacturing organization (Chojnacka-Komorowska & 

Kochaniec, 2019). Some of these ISO standards include: 

 ISO 9004:2018-06: Quality management – Organization quality – 

Guidelines for achieving lasting success) 

 ISO 10005:2007: Quality management systems – Guidelines on quality 

plans. 

 ISO 19011:2018-08: Guidelines for auditing management systems. 

 ISO/TR 10013:2001: Guidelines on the documentation of the quality 

management system (Chojnacka-Komorowska & Kochaniec, 2019) 
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Achieving quality control in a manufacturing process requires monitoring quality 

results and outcomes in the entire production cycle. Quality management is a critical 

subject in beverage manufacturing industries (Desai et al., 2015). Most beverage 

companies produce alcoholic and non-alcoholic drinks that customers and the general 

public readily consume. There is a high requirement for quality standards and food safety 

in this industry (Kakouris & Sfakianaki, 2018). The beverage sector occupies a strategic 

position in the global food products market. As manufacturers of products consumed by 

the public, there is a critical link between this industry and quality. The beverage industry 

needs to maintain high-quality standards that meet the requirement of internal regulations 

and increasingly sophisticated customers (Desai et al., 2015; Po-Hsuan et al., 2014). 

Also, these companies need to be profitable in the midst of growing competition and 

harsh economic realities. 

Quality management in the beverage sector covers all aspects of production, from 

production material inputs, production raw materials, packaging materials, and finished 

products (Kakouris & Sfakianaki, 2018; Supratim & Sanjita, 2020). There is a high risk 

of producing and distributing sub-standard and quality defective products if the quality 

control process only occurs during the inspection and evaluation of the finished product. 

The beverage manufacturing quality management processes are relevant in the entire 

supply chain, including the production, processing, and packaging phases (Desai et al., 

2015; Supratim & Sanjita, 2020). Thus, the manufacturing of high-quality and 

competitive products, devoid of any food safety risks, is a challenge facing beverage 
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manufacturing managers. Beverage manufacturing managers may focus on improving 

operational efficiency and product quality to overcome these challenges. Successful 

implementation of process and quality improvement strategies helps the beverage 

industry managers and leaders enhance their products‘ quality (Kakouris & Sfakianaki, 

2018). 
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Section 2: The Project 

Section 2 includes (a) restating the purpose statement from Section 1, (b) 

description of the data collection process, (c) rationale and strategy for identifying and 

selecting the research participants, (d) definition of the research method and design.  The 

section also includes discussing and clarifying population and sampling techniques and 

strategies for complying with the required ethical standards, including the informed 

consent process and protecting participants' rights and data collection instruments. 

This section also includes the definition of the data collection techniques, 

including the advantages and disadvantages of the preferred data collection technique. 

The other elements of this section are (a) data analysis procedures, (b) restating the 

research questions and hypothesis from Section 1, (c) defining the preferred statistical 

analysis methods and tools, (d) analysis of the threats and strategies to study validity, and 

(e) transition statement summarizing the section's key points. 

Purpose Statement 

The purpose of this quantitative correlational study was to examine the 

relationship between beverage manufacturing managers' idealized influence, intellectual 

stimulation, and CI. The independent variables were idealized influence and intellectual 

stimulation, while CI is the dependent variable. The target population included 

manufacturing managers of beverage companies located in southern Nigeria. The 

implications for positive social change included the potential to better understand the 

correlations of organizational performance, thus increasing the opportunity for the growth 
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and sustainability of the beverage industry. The outcomes of this study may help 

organizational leaders understand transformational leadership styles and their impact on 

CI initiatives that drive organizational performance. 

Role of the Researcher 

The role of the researcher was one of the essential considerations in a study. A 

researcher's philosophical worldview may affect the description, categorization, and 

explanation of a research phenomenon and variable (Murshed & Zhang, 2016; Saunders 

et al., 2019). The researcher's role includes collecting, organizing, and analyzing data 

(Yin, 2017). Irrespective of the chosen research design and paradigm, there is a potential 

risk of bias (Saunders et al., 2019). The researcher needs to be aware of these risks and 

put strategies to mitigate the adverse effects of research bias on the study's quality and 

outcome (Klamer et al., 2017; Kuru & Pasek, 2016). A quantitative researcher takes an 

objective view of the research phenomenon and maintains an independent disposition 

during the research (McCusker & Gunaydin, 2015; Riyami, 2015). This stance increases 

the quantitative researcher's chances to reduce bias and undue influence on the research 

outcome. 

The interest in this research area emanated from my years of experience in senior 

management and leadership positions in the beverage industry. I chose statistical methods 

to analyze the research data and assess the relationships between the dependent and 

independent variables. I used this strategy to mitigate the potential adverse effect of 

researcher bias. In this study, my role included contacting the respondents, sending out 
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the questionnaires, collecting the responses, analyzing the research data, and reporting the 

research findings and results. A researcher needs to guarantee respondents' confidentiality 

(Yin, 2017). I ensured strict compliance with respondents' confidentiality as a critical 

element of research ethics and quality by (a) not collecting personal information of the 

respondents, (b) not disclosing the information and data collected from respondents with 

any other party, and (c) storing respondents‘ data in a safe place to prevent unauthorized 

access. The Belmont Report protocol includes the guidelines for protecting research 

participants' rights and the researcher's role related to ethics (Adashi et al., 2018). I 

complied with the Belmont Report guidelines on respect for participants, protection from 

harm, securing their well-being, and justice for those who participate in the study. 

Participants 

Research samples are subsets of the target population (Martinez- Mesa et al., 

2016; Meerwijk & Sevelius, 2017). Identifying and selecting participants with sufficient 

knowledge about the research is an integral part of the research quality and a researcher's 

responsibility (Kohler et al., 2017). The research participants must be willing to 

participate in the study and withstand the rigor of providing accurate and valuable data 

(Kohler et al., 2017; Saunders et al., 2019). One of the researcher's responsibilities is 

identifying and having access to potential participants (Ross et al., 2018).  

The participants of this study included beverage industry managers in the South-

eastern part of Nigeria. Participants in this category included supervisors, managers, and 

leaders who operate and function in various departments of the beverage industry. I had a 
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fair idea of most of the beverage industries' names and locations in the country. My 

strategy involved sending the research subject and objective to potential participants to 

solicit their support by taking part in the questionnaire survey. The participants included 

those managers in my professional and business network. In all circumstances, 

participants gave their consent to participate in the study by completing a consent form. 

Participants completed the survey as an indication of consent. 

Continuous and effective communication is one of the strategies for stimulating 

active participation (Yin, 2017). I had open communication channels with the 

respondents through phone calls and emails. Due to the COVID-19 pandemic and the 

risks of physical contacts and interactions, I chose remote and virtual communication 

channels like phone calls, Whatsapp calls, and meeting platforms like zoom. One of the 

ethical standards and responsibilities of the researcher is to inform the participants of 

their inalienable rights and freedom throughout the study, including their right to 

confidentiality and withdrawal from the study at any time (Adashi et al., 2018; Ross et 

al., 2018). I clarified participants' rights to confidentiality and voluntary withdrawal in the 

consent form.  

Research Method and Design  

A researcher may use different methodologies and designs to answer the research 

question (Blair et al., 2019). The research method is the researcher's strategy to 

implement the plan (design), while the design is the plan the researcher plans to use to 

answer the research question (Yin, 2017). The nature of the research question and the 



77 

 

 

 

researcher's philosophical worldview influence research methodology and design 

(Murshed & Zhang, 2016; Yin, 2017). The next section includes the definition and 

analysis of the research method and design.  

Research Method 

A researcher may use quantitative, qualitative, or mixed-method methods (Blair et 

al., 2019; Yin, 2017). I chose the quantitative research method for this study. Several 

factors may influence the researcher's choice of research methodology (Murshed & 

Zhang, 2016).  

The researcher's philosophical worldview is another factor that may influence a 

research method (Murshed & Zhang, 2016). The quantitative research methodology 

aligns with deductive and positivist research approaches (Park & Park, 2016). 

Quantitative research also entails using scientific and quantifiable data to arrive at 

sufficient knowledge (Yin, 2017). The positivist worldview conforms to the realist 

ontology, the collection of measurable research data, and scientific techniques to analyze 

the data to arrive at conclusions (Park & Park, 2016). In applying positivism and using 

scientific and statistical approaches to test hypotheses and determine the relationship 

between variables, the researcher detaches from the study and maintains an objective 

view of the study data and variables. The quantitative method is appropriate when the 

researcher intends to examine the relationships between research variables, predict 

outcomes, test hypotheses, and increase the generalizability of the study findings to a 
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broader population (Saunders et al., 2019; Tomic et al., 2018; Yin, 2017). These 

characteristics made the quantitative method suitable for this study  

Qualitative research is an approach that a researcher might use to understand the 

underlying reasons, opinions, and motivations of a problem or subject (Saunders et al., 

2019). Unlike quantitative research that a researcher might use to quantify a problem, 

qualitative research is exploratory (Park & Park, 2016). A qualitative researcher has a 

limited chance to generalize the results (Yin, 2017). These two qualities made the 

qualitative method unsuitable for this study. Furthermore, some qualitative research 

methodologies align with the subjectivist epistemological worldview (Park & Park, 

2016). The researcher may become the data collection instrument in a qualitative study 

using tools like interviews, observations, and field notes to collect data from study 

participants (Barnham, 2015; McCusker & Gunaydin, 2015). In this study, I collected 

quantitative data using the questionnaire technique, and thus, the quantitative 

methodology was the most appropriate approach for the research.  

The mixed-method includes qualitative and quantitative methods (Carins et al., 

2016; Thaler, 2017). In this method, the researcher collects both quantitative and 

qualitative data and combines the characteristics of both methodologies (Yin, 2017). The 

mixed-method was not appropriate for this study because I did not have a qualitative 

research component. 
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Research Design 

The research design is the plan to execute the research strategy data (Yin, 2017). I 

used a correlational research design in this study. The correlational design is one of the 

research designs within the quantitative method (Foster & Hill, 2019; Saunders et al., 

2019). The correlational research design is suitable for assessing the relationship between 

two or more variables (Aderibigbe & Mjoli, 2019). In a correlational analysis, a 

researcher investigates the extent to which a change in one variable leads to a difference 

or variation in the other variables (Foster & Hill, 2019). As stipulated in the research 

question and hypotheses, the purpose of this study was to investigate, if any, the 

relationship and correlation between the independent and dependent variables.  

The research question and corresponding hypotheses aligned with the chosen 

design. The cross-sectional survey was the preferred technique for this study. The cross-

sectional survey technique is common for collecting data from a cross-section of the 

population at a given time (Aderibigbe & Mjoli, 2019; Saunders et al., 2019). The cross-

sectional survey method entails collecting data from a random sample and generalizing 

the research finding across the entire population (El-Masri, 2017).  

Other quantitative research designs that a researcher might use include descriptive 

and experimental techniques (Saunders et al., 2019). A descriptive design enables the 

researcher to explain the research variables (Murimi et al., 2019). Descriptive analysis is 

not suitable for assessing the associations or relationships between study variables 

(Murimi et al., 2019). The descriptive research design was not suitable for this study.  
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The experimental research design is suitable for investigating cause-and-effect 

relationships between study variables (Yin, 2017). By manipulating the independent 

(predictor) variable, the researcher might assess and determine its effect and impact on 

the dependent (outcome) variable (Geuens & De Pelsmacker, 2017). Most experimental 

research involves manipulating the study variables to determine causal relationships 

(Saunders et al., 2019). Choosing the cause-and-effect relationship enables the researcher 

to make inferential and conclusive judgments on the relationship between the dependent 

and independent variables. Though there was the possibility of a cause-and-effect 

relationship between the study variables, I did not investigate this causal relationship in 

the research. Bleske-Rechek et al. (2015) argued that correlation between two variables, 

constructs, and subjects does not necessarily mean a causal relationship between the 

variables and constructs. Correlational analysis is suitable for testing the statistical 

relationship between variables and the link between how two or more phenomena (Green 

& Salkind, 2017). I did not investigate a cause-and-effect relationship. Thus, a 

correlational design was appropriate for the study.  

Population and Sampling 

Population 

The target population for this study consisted of beverage manufacturing 

managers in South-Eastern Nigeria. Managers, selected randomly from these beverage 

companies, participated in the survey. The accessible population of beverage 

manufacturing managers was 300, including senior managers, middle managers, and 
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supervisors. The strategy also included using professional sites like LinkedIn, social 

media pages, and industry network pages to reach out to the participants.   

Participants were managers in leadership positions and responsible for 

supervising, coordinating, and managing human and material resources. These beverage 

manufacturing managers occupy leadership positions for the implementation of CI 

initiatives in their organizations (McLean et al., 2017). Manufacturing managers interact 

with employees and serve as communication channels between senior executives and 

shopfloor employees to implement business decisions to attain organizational goals 

(Gandhi et al., 2019). These managers can influence the organization's direction towards 

CI initiatives and execute improvement actions (Gandhi et al., 2019; McLean et al., 

2017). Beverage managers who meet these criteria are a source of valuable knowledge of 

the research variables.  

Sampling 

There are different sampling techniques in research. Probability and 

nonprobability sampling are the two types of sampling techniques (Saunders et al., 2019). 

An appropriate sampling technique contributes to the study's quality and validity 

(Matthes & Ball, 2019). The choice of a sampling method depends on the researcher's 

ability to use the selected technique to address the research question. 

I chose the probability sampling method for this study. This sampling technique 

entails the random selection of participants in a study (Saunders et al., 2019). A 

fundamental element of random sampling is the equal chance of selecting any individual 
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or sample from the population (Revilla & Ochoa, 2018). Different probability sampling 

types include simple random sampling, stratified random sampling, systematic random 

sampling, and cluster random sampling methods (El-Masari, 2017). Simple random 

selection involves an equal representation of the study population (Saunders et al., 2019). 

One of the advantages of this sampling technique is the opportunity to select every 

member of the population. Systematic random sampling is identical to the simple random 

sampling technique (Revilla & Ochoa, 2018). Systematic random sampling is standard 

with a large study population because it is convenient and involves one random sample 

(Tyrer & Heyman, 2016). Systematic random sampling consists of the selection of 

samples from an ordered sample frame. Though there is an increased probability for 

representativeness in the use of systematic random and simple random sampling, these 

techniques are prone to sampling error (Tyrer & Heyman, 2016; Yin, 2017). Using these 

sampling methods might exclude essential subsets of the population.   

Stratified sampling is another form of probability sampling for reducing sampling 

error and achieving specific representation from the sampling population (Saunders et al., 

2019). Stratified random sampling involves grouping the sampling population into strata 

and identifying the different population subsets (Tyrer & Heyman, 2016). Identifying the 

population strata is one of the downsides of stratified sampling (El-Masari, 2017). The 

clustered sampling method is appropriate for identifying the population strata (Tyrer & 

Heyman, 2016). The challenges and difficulties of using other random sampling 
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techniques made random sampling the most preferred for the study. Thus, simple random 

sampling was the preferred technique for identifying the study participants.  

In simple random sampling, each sample has equal opportunity and the 

probability of selection from the study population (Martinez- Mesa et al., 2016). These 

sample frames are a subset of the population to choose the research participants. Thus, 

the sample frame consisted of the managers from the identified beverage companies that 

formed part of the respondents. Each of the beverage manufacturing managers in the 

sample frame had equal chances of selection.  Section 3 includes a detailed description of 

the actual sample for this study. An additional benefit of using the simple random 

sampling technique is the potential to generalize the research findings and outcomes 

(Revilla & Ochoa, 2018). This benefit enabled me to achieve an important research 

objective of generalizing the research outcome across the other population of beverage 

industries that did not form part of the target population and frame. The probability 

sampling techniques are more expensive than the nonprobability sampling methods 

(Revilla & Ochoa, 2018). Attempting to reach out to all beverage manufacturing 

managers might lead to additional traveling and logistics costs. There is also the threat of 

not having access to the respondents.  

Nonprobability sampling involves nonrandom selection (Saunders et al., 2019; 

Yin, 2017). The researcher's judgment and the study population's availability are 

determinants of nonprobability samples (Sarstedt et al., 2018). Purpose sampling and 

convenience sampling are two standard nonprobability sampling methods (Revilla & 
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Ochoa, 2018). Purposeful sampling is appropriate for setting the criteria and attributes of 

the specific and desired population and participants for the study (Mohamad et al., 2019). 

The convenience sampling method involves selecting the study population and 

participants based on their availability for the study (Haegele & Hodge, 2015; Saunders 

et al., 2019). Some of the drawbacks of nonprobability sampling include the non-

representation of samples and the non-generalization of research results (Martinez- Mesa 

et al., 2016). Thus, the random sampling technique was the preferred sampling method 

for this study.  

Sample Size 

The sample size is a critical factor that affects the research quality (Saunders et 

al., 2019). For this non-experimental research, external validity threats might affect the 

extent of generalization of the study outcomes (Torre & Picho, 2016; Walden University, 

2020). Sample size and related issues were some of the external validity factors of the 

study. Determining and selecting the appropriate sample size for a study are factors that 

enhance the study's validity (Finkel et al., 2017). There are different strategies for 

determining the proper sample size for a survey. Conducting a power analysis using v 3.9 

of G*Power to estimate the appropriate sample size for a study is one of the steps a 

researcher might take to ensure the external validity of the study (Faul et al., 2009; 

Fugard & Potts, 2015).  

To calculate sample size using the G*Power analysis, the researcher needs to 

determine the alpha, effect size, and power levels. Faul et al. (2009) proposed that a 
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medium-size effect of 0.3 and a power level above 0.8 are reasonable assumptions. My 

G*Power analysis inputs included a medium effect size of 0.3, a power level of 0.98, and 

an alpha of 0.05. I applied these metrics in the G*Power analysis and achieved a sample 

size of 103. The G*Power sample size interphase and calculation are in figure 1 below. 
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Figure 1 
 

Sample size Determination using G*Power Analysis 
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Using the appropriate sample size is a critical requirement for regression analysis 

and could influence research results (Green & Salkind, 2017). Yusra and Agus (2020) 

provide a typical sample size for regression analysis in the food and beverage industry-

related study. Yusra and Agus (2020) collected data using the questionnaire technique to 

determine the relationship between customers' perceived service quality of online food 

delivery (OFD) and its influence on customer satisfaction and customer loyalty, 

moderated by personal innovativeness. Yusra and Agus used 158 usable responses in the 

form of completed questionnaires for their regression analysis. Park and Bae (2020) 

conducted a quantitative study to determine the factors that increase customer satisfaction 

among delivery food customers. Park and Bae collected 574 responses from customers 

for multiple regression analysis using SPSS.  

In the Nigerian context, Onamusis et al. (2019) and Omiete et al. (2018) presented 

different sample sizes for their empirical studies. Onamusi et al. (2019) examined the 

moderating effect of management innovation on the relationship between environmental 

munificence and service performance in the telecommunication industry in Lagos State, 

Nigeria. Onamusi et al. administered a structured questionnaire for six weeks for their 

regression analysis. In the first three weeks, Onamusi et al. collected 120 completed 

questionnaires and an additional 87 questionnaires, making 207 out of the population of 

240. Out of the 207, only 162 questionnaires met the selection criteria, taking the actual 

response rate to 67.5%. Onamusi et al. (2019) is a typical indication of the peculiarities 

and expectations of sampling and survey response rate in Nigeria. The intent was to 
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verify the appropriateness of the 103 sample size from the G*Power analysis by using 

other methods. Another method for sample size determination is Taro Yamane's formula 

(Omiete et al., 2018). This formula is stated as: 

n = N/ (1+N (e)
 2

) 

Where: 

n = determined sample size 

N = study population 

e = significance level of 0.05 (95% confidence level) 

1 = constant. 

Substituting the study population of 300 and using a significance level of 0.05 

gave a determined sample size of 171. Thus the sample size for the five beverage 

companies was 171, and 171 surveys was distributed to the participants. Omiete et al. 

(2018) deployed this method to study the relationship between transformational 

leadership and organizational resilience in food and beverage firms in Port Harcourt, 

Nigeria.  

Ethical Research 

A researcher needs to consider and manage ethical issues related to the study. 

There are different lenses through which a researcher might view the subject of research 

ethics. In most cases, there are research ethics guidelines and research ethics review 

committees that regulate compliance with ethical norms and provisions (Phillips et al., 

2017; Stewart et al., 2017). However, a researcher needs to take a holistic view of the 
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potential ethical concerns of the study beyond the scope of the provisions and ethical 

committee guidelines (Cascio & Racine, 2018). Thus, there might not be a complete set 

of rules that applies to every research to guide ethical conduct. Still, the researcher must 

ensure that critical ethical issues related to the study guide such processes as collecting 

data, privacy, and confidentiality, and protecting the rights and privileges of participants. 

A common research ethics issue is the process and strategy for obtaining the 

participants' consent (Cascio & Racine, 2018). A researcher must ensure that the 

participants give their full support and voluntary agreement to participate in the study. 

The researcher also needs to show evidence of this consent in the form of a duly signed 

and acknowledged consent form by each participant. I presented the consent form to the 

participants. The consent form included the purpose of the study, the participants' role, 

the requirement for participants to give their voluntary consent, the right of participants to 

withdraw from the study at any time without hindrance and encumbrances. An additional 

research ethics consideration is the confidentiality of participants' data and information 

(Cascio & Racine, 2018; Stewart et al., 2017). The informed consent form included a 

section that will assure participants of their data and information confidentiality. The 

participant read, acknowledged, and proceeded to complete the survey as confirmation of 

their acceptance to participate in the study. Participants who intended to withdraw from 

the study had different options. The easiest option was for the participants to stop taking 

part in the survey without any notice. There was also the option of sending me an email 

or text message informing me of their withdrawal. The participants were not under any 
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obligation to give any reasons for withdrawal and were not under any legal or moral 

obligation to explain their decisions to withdraw. There was no material, cash, or 

incentive compensation for the participants.  

An additional requirement of research ethics is for the researcher to take actual 

steps to maintain participants' confidentiality (Cascio & Racine, 2018). Though I knew a 

few of the participants due to our engagement in different sector activities and events, 

there was no intent to collect personally identifiable information such as names of the 

participants and other data that might reduce the chances of maintaining confidentiality 

and anonymity (for the participants I did not know before the study). I stored participants' 

data securely in an encrypted disk and safe for 5 years to protect participants' 

confidentiality. I had the approval of the institutional review board (IRB) of Walden 

University. The study IRB approval number is 07-02-21-0985850.  

Data Collection Instruments 

MLQ 

The Multifactor Leadership Questionnaire (MLQ), developed by Bass and Avilio 

was the data collection instrument. The Form-5X Short is the most popular version of the 

MLQ for measuring leadership behaviors (Bass & Avilio, 1995). The MLQ is a data 

collection instrument for measuring transformational, transactional, and laissez-faire 

leadership theories (Samantha & Lamprakis, 2018). Bass and Avilio (1995) developed 

the MLQ to measure leadership behaviors on a 5-point Likert-type scale. The MLQ 
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consists of 45 items: 36 leadership and nine outcome questions (Bass & Avilio, 1995; 

Samantha & Lamprakis, 2018). 

MLQ is one of the most widely used and validated tools for measuring leadership 

styles and outcomes (Antonakis et al., 2003; Bass & Avilio, 1995). Samantha and 

Lamprakis (2018) opined that the five areas of transformational leadership measured with 

the MLQ include: (a) idealized influence, (b) inspirational motivation, (c) intellectual 

stimulation, and (d) individual consideration. Researchers such as Antonakis et al. (2003) 

reported a strong validity of the MLQ in their study of 3000 participants to assess the 

psychometric properties of the MLQ. The MLQ is a worldwide and validated instrument 

for measuring leadership style (Antonakis et al., 2003). Despite the criticism, there are 

significant correlations (R=0.48) between transformation leadership scales of the MLQ 

(Bass & Avilio, 1995). Lowe et al. (1996) performed thirty-three independent empirical 

studies using the MLQ and identified a strong positive correlation between all 

components of transformational leadership.  

After acknowledging the MLQ criticisms by refining several versions of the 

instruments, the version of the MLQ, Form 5X, is appropriate in adequately capturing the 

full leadership factor constructs of transformational leadership theory (Bass & Avilio, 

1997;). Muenjohn and Amstrong (2008) in their assessment of the validity of the MLQ, 

reported that the overall chi-square of the nine factor model was statistically significant 

(x² = 540.18; df = 474; p < .01) and the ratio of the chi-square to the degrees of freedom 

(x²/df) was 1.14. Muenjohn and Amstrong further stated that the root mean square error 
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of approximation (RMSEA) was 0.03, the goodness of fit index (GFI) was .84, and the 

adjusted goodness of fit index (AGFI) was .78. Thus, the instrument is reasonably of 

good fit for assessing the full range leadership model 

I used the MLQ to measure idealized influence and intellectual stimulation 

leadership constructs.  My intent was to determine the relationship, if any, between the 

predictor variables of transformational leadership models and the outcome variable of CI. 

Thus, the MLQ leadership models that applied to this study are idealized influence and 

intellectual stimulation. Thus, the leadership items, scales, and models of interest were 

those related to idealized influence and intellectual stimulation. In the MLQ, these were 

items number 6, 14, 23, and 34 for idealized influence and 2, 8, 30, and 32 for intellectual 

stimulation.  

Purchase, Use, Grouping, and Calculation of the MLQ Items 

I purchased the MLQ from Mind Garden and received approval to use the 

instrument for the study. The purchased instrument included the classification of 

leadership models into items and scales. Administering the MLQ included presenting the 

actual questions and scoring scales to the participants. Upon return of the completed 

survey, the next step included using the MLQ scoring key (included in the purchased 

instrument) to group the leadership items by scale. The next step included calculating the 

average by scale. The process involved adding the scores and calculating the averages for 

all items included in each leadership scale. I used MS Excel, a spreadsheet tool to record, 

organize and calculate averages. I used the calculated averages for the two idealized 

influence and intellectual stimulation leadership items for SPSS analysis.  
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The Deming Institute Tool for Measuring CI 

The Deming institute approved the use of the PDCA cycle and the associated 

questions to measure the dependent variable. The tool was not bought as the institute 

confirmed that students who intend to use the tool to disseminate Deming‘s work could 

do this at no cost. The tool consisted of seven questions for the four stages of the CI cycle 

of plan, do, check and act.  

Demographic data 

I collected demographic data which included gender, age, job title, years of 

experience, and the specific function within the beverage industry where the manager 

operates. The beverage industry leaders manage different operations in the brewing, 

fermentation, packaging, quality assurance, engineering, and related functions (Boulton 

& Quain, 2006; Briggs et al., 2011).  Identifying the leaders' years of experience 

implementing CI initiatives supported the confirmation of the leaders' competencies and 

knowledge of the dependent variable, data analysis and selection criteria. In a similar 

study, Onamusi et al. (2019) included a demographic question of their respondents' 

number of years of experience in the questionnaires.  

Data Collection Technique 

The survey method was the preferred technique for data collection. The 

questionnaire is one of the most widely used survey instruments for collecting research 

data (Lietz, 2010; Saunders et al., 2016). Tan and Lim (2019), for instance, collected 

survey data through questionnaires for the quantitative study of the impact of 
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manufacturing flexibility in food and beverage and other manufacturing firms. In this 

study, the plan included using the questionnaire to collect demographic data and measure 

the three variables of idealized influence, intellectual stimulation, and CI.  

There are usually two types of research questionnaires: open-ended and closed-

ended (Lietz, 2010; Yin, 2017). Open-ended questionnaires contain open-ended 

questions, while closed-ended questionnaires have closed-ended questions (Bryman, 

2016). Closed-ended questionnaire was used to collect data from participants.  

Administering closed-ended questionnaires to collect data in quantitative studies is a 

common practice.  

The benefits of using the questionnaire for data collection include its relative 

cheapness and the structure and simplicity of laying out the questions (Saunders et al., 

2016). Questionnaires are simple to use and easy to administer (Bryman, 2016). There are 

downsides to using the questionnaire in data collection. Saunders et al. (2016) opined that 

the respondents might not understand the questions, and the absence of an interviewer 

makes it impossible for the researcher to ask probing and clarifying questions. This 

challenge is a general issue for data collection instruments where the respondents 

complete the survey alone and without interaction with the interviewer or researcher. I 

managed this challenge by keeping the questions as simple, easily understood, and 

straightforward as possible. Another disadvantage of using the questionnaire is the 

potentially high rate of low response (Bryman, 2016; Yin, 2017). Scholars who use 
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survey questionnaires for data collection need to be aware of the challenges and take 

steps to mitigate the potential impacts on the study. 

I used different strategies to send the questionnaires to the participants. Some 

participants received the survey questionnaire as emails while others received as 

attachments in their LinkedIn emails. Participants provide honest, objective, and full 

disclosures when the survey process is anonymous and confidential (Bryman, 2016; 

Saunders et al., 2019). Though the participant recruitment and data collection processes 

were not entirely confidential, I ensured that the process and identity of participants 

remained anonymous. Thus, the survey included disclosing little or no personal details or 

information. The Likert scale is one of the most popular ordinal scales to categorize and 

associate responses into numeric values (Wu & Leung, 2017). The 5-pointer Likert scale 

was used to measure the constructs on the scale of 4 being 'frequently, if not always,' and 

0 being 'None.'  

Latent study variables are those that the researcher cannot observe in reality 

(Cagnone & Viroli, 2018). One approach to measure latent variables is to use observable 

variables to quantify the latent variables (Bartolucci et al., 2018; Cagnone & Viroli, 

2018). The observable variables were the actual survey questions. The plan included 

using the observable variables to quantify the latent variables by adding the unweighted 

scores for all the respective observable variables associated with each latent variable. For 

instance, summing the observable variables in questions 13-19 gave the CI latent variable 

score. 
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Data Analysis  

The overarching research question was: What is the relationship between 

beverage manufacturing managers' idealized influence, intellectual stimulation, and CI? 

The research hypotheses were: 

Null Hypothesis (H0): There is no relationship between beverage manufacturing 

managers' idealized influence, intellectual stimulation, and CI. 

 Alternative Hypothesis (H1): There is a relationship between beverage 

manufacturing managers' idealized influence, intellectual stimulation, and CI 

The regression analysis was the statistical tool of interest for this study. The 

following section includes the definition and clarification of the regression analysis 

model.  

Regression Analysis 

Regression analysis was the statistical tool I chose for this area of study. 

Regression analysis is a statistical technique for assessing the relationship between two 

variables (Constantin, 2017) and estimating the impact of an independent (predictor) 

variable on a dependent (outcome) variable (Chavas, 2018; Da Silva & Vieira, 2018). 

Regression analysis also allows the control and prediction of the dependent variable 

based on changes and adjustments to the independent variable (Chavas, 2018). The linear 

regression is a single-line equation that depicts the relationship between the predictor and 

outcome variables (Chavas, 2018; Green & Salkind, 2017). These characteristics made 

the regression analysis suitable for analyzing the research data.  
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The mathematical formula for the straight-line graph captures the linear 

regression equation. The mathematical formula for the linear regression equation is:  

Y = Xb + e 

The term Y relates to the dependent (criterion) variable, while the term X stands 

for the independent (predictor) variable (Green & Salkind, 2017; Lee & Cassell, 2013). 

The regression analysis equation also includes an additive constant, e, and a slope weight 

of the predictor variable, b (Green & Salkind, 2017). The term Y contains m rows, where 

m refers to the number of observations in the dataset. The term X consists of m rows and 

n columns, where m is the number of observations, and n is the number of predictor 

variables (Gallo, 2015; Green & Salkind, 2017). Linear, multiple linear, and logistics 

regression are the different regression analysis types (Green & Salkind, 2017). Multiple 

linear regression is the preferred statistical technique for data analysis. The next section 

includes an exploration of the multiple regression analysis and its suitability for the study.  

Multiple Regression Analysis  

Multiple linear regression is a statistical method for determining the relationship 

between a criterion (dependent) variable and two or more predictor (independent) 

variables (Constantin, 2017; Green & Salkind, 2017).  The research purpose was to 

ascertain if there was a significant relationship between the independent variables and the 

dependent variable. Thus, the multiple linear regression was a suitable statistical tool that 

aligned with the purpose of this study. The multiple linear regression is an extension of 

the bivariate regression/correlation analyses (Chavas, 2018). The multiple linear 
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regression enables the researcher to model the relationship between two or more predictor 

(independent) variables and a criterion (dependent) variable by fitting a linear equation to 

the observed data (Lee & Cassell, 2013). The multiple regression analysis allows a 

researcher to check if specific independent variables have a significant or no significant 

effect on a dependent variable after accounting for the impact of other independent 

variables (Green & Salkind, 2017). 

The equation below (equation 2) depicts the mathematical expression of the 

multiple regression: 

          Yi = b0 + b1X1i + b2X2i + b3X3i + bkXki + ei  

In the equation, the index "i" denotes the ith observation. The term, b0, is a 

constant that indicates the intercept of the line on the Y-axis (Constantin, 2017; Green & 

Salkind, 2017). The terms bi through bk are partial slopes of the independent variables, 

X1 through Xk. Calculating the values of bo through bk enables the researcher to create a 

model for predicting the dependent variable (Y) from the independent variable (X) 

(Green & Salkind, 2017). The term e is a random error by which we expect the dependent 

variable to deviate from the mean.  

There are instances of the application of regression analysis in beverage industry 

studies. Marsha and Murtaqi (2017) examined the relationship between financial ratios of 

the return on assets (ROA), current ratio (CR), and acid-test ratio (ATR), and firm value 

in fourteen Indonesian food and beverage companies. Marsha and Murtaqi investigated 

this relationship between the financial ratios and independent variables and firm value as 
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a dependent variable using multiple regression analysis. Marsha and Muraqi (2017) 

reported that the financial ratios are appropriate measures for determining food and 

beverage firms' financial performance and found a positive correlation between these 

variables and the firm value.  

Ban et al. (2019) assessed the correlation between five independent variables of 

access (A), food and beverages (FB), purpose (P), tangibles (T), empathy (E), and one 

dependent variable of customer satisfaction (CS) in 6596 hotel reviews. Ban et al. found a 

relatively low correlation between the independent and dependent variables. Ban et al. 

(2019) reported the overall variance and standard error of the regression analysis as 12% 

(R2 = 0.120) and 0.510, respectively. Tan and Lim (2019) investigated the impact of 

manufacturing flexibility on business performance in five manufacturing industries in 

Malaysia using regression analysis. Tan and Lim (2019) selected 1000 firms, using 

stratified proportional random sampling, from five different organizational sectors 

including, food and beverage firms. Generally, the regression analysis is an appropriate 

statistical technique for establishing the correlation between research variables in the 

industry.  

As a predictive tool, the multiple linear regression may predict trends and future 

values (Gallo, 2015). The analysis of the multiple linear regression presents multiple 

correlations (R), a squared multiple correlations (R2), and adjusted squared multiple 

correlation (Radj) values (Green & Salkind, 2017). In predicting the values, R may range 

from 0 to 1 where a value of 0 indicates no linear relationship between the predicted and 
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criterion variables and a value of 1 shows that there is a linear relationship and that the 

predictor variables correctly predict the criterion (dependent) variable (Lee & Cassell, 

2013; Smothers et al., 2016). Aggarwal and Ranganathan (2017) opined that multiple 

linear regression entails assessing the nature and strength of the relationship between the 

study variables. The linear regression analysis is suitable when there is one independent 

and dependent variables. The linear regression tool would not be ideal for the study as 

there are two independent and one dependent variable. Thus, the multiple regression 

analysis was the preferred statistical method for this study. The plan was to use the SPSS 

Statistics software for Windows (latest version) to conduct the data analysis.  

Missing Data  

Missing data is a common feature in statistical analysis (Gorard, 2020). Missing 

data may have a negative impact on the quality of results and conclusions from the data 

(Berchtold, 2019; Gorard, 2020). Thus, the researcher needs to identify and manage 

missing data to maintain the reliability of the results. Marsha and Murtaqi (2017) 

highlighted the implications of missing and incomplete data in their study of the impact 

of financial ratios on firm value in the Indonesian food and beverage sector. Marsha and 

Murtaqi recommended that beverage industry firms pay more attention to accurate and 

complete financial ratios data disclosure to indicate organizational financial performance.  

Listwise deletion (also known as complete-case analysis) and pairwise deletion 

(also known as available case analysis) are two of the most popular techniques for 

addressing missing data cases in multiple regression analysis (Shi et al., 2020).  In this 
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study, the listwise deletion strategy was the technique for addressing missing. Listwise 

deletion is a procedure where the researcher ignores and discards the data for any case 

with one or more missing data (Counsell & Harlow, 2017; Shi et al., 2020). Using the 

listwise deletion method to address missing data would enable the researcher to generate 

a standard set of statistical analysis cases. I did not prefer the pairwise deletion method, 

which might lead to distorted estimates, especially when the assumptions don't hold 

(Counsell & Harlow, 2017).  

Data Assumptions 

Assumptions are premises on which the researcher uses the statistical analysis 

tool (Green & Salkind, 2017). In this section, I discuss the assumptions of the multiple 

linear regression. A researcher needs to identify and clarify the assumptions related to the 

chosen statistical analysis. Clarifying these premises enable the researcher to draw 

conclusions from the analysis and accurately present the results. Marsha and Murtaqi 

(2017) assessed these assumptions in their study of the impact of financial ratios on the 

firm value of selected food and beverage firms. The assumptions of the multiple linear 

regression include: 

(a) Outliers: as data that are at the extremes of the population. These outliers 

could come in the form of either smaller or larger values than others in the 

population. Green and Salkind (2017) opined that outliers might inflate or 

deflate correlation coefficients. Outliers may also make the researcher 

calculate an erroneous slope of the regression line.  
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(b) Multicollinearity: affects the statistical results and the reliability of estimated 

coefficients. This assumption correlates with a state of a high correlation 

between two or more independent variables (Toker & Ozbay, 2019). 

Multicollinearity affects the estimated coefficients' values, making it difficult 

to determine the variance in the dependent variables and increases the chances 

of Type II error (Green & Salkind, 2017). Using a ridge regression technique 

to determine new estimated coefficients with less variance may help the 

researcher address multicollinearity (Bager et al., 2017)  

(c) Linearity: is the assumption of a linear relationship between the independent 

and dependent variables (Green & Salkind, 2017; Marsha & Murtaqi, 2017). 

This assumption entails a straight-line relationship between dependent and 

independent variables. The researcher may confirm this by viewing the scatter 

plot of the relationship between the dependent and independent variables.  

(d) Normality: is the assumption of a normal distribution of the values of 

residuals (Kozak & Piepho, 2018). The researcher may confirm this 

assumption by reviewing the distribution of residuals.  

(e) Homoscedasticity: is the assumption that the amount of error in the model is 

similar at each point across the model (Green & Salkind, 2017; Marsha & 

Murtaqi, 2017)). The premise is that the value of the residuals (or amount of 

error in the model) is constant. The researcher needs to ensure that the 

regression line variance is the same for all values of the independent variables. 
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(f) Independence of residuals: assumes that the values of the residuals are 

independent. The researcher needs to confirm this assumption as non-

compliance may lead to overestimation or underestimation of standard errors.  

Confirming that the data meets the requirements of the assumptions before using 

multiple regression for data analysis is a crucial requirement (Marsha & Murtaqi, 2019) 

Testing and Assessing Assumptions 

Ultimately, the researcher needs to clarify the process for testing and assessing the 

assumptions. Table 4 below includes the assumptions and techniques for testing and 

evaluating the multiple linear regression analysis assumptions.  

Table 4 
 

Statistical Tests, Assumptions, and Techniques for Testing Assumptions 

Tests Assumptions Techniques for Testing 

Multiple linear regression Outliers Normal Probability Plot (P-P) 

Multicollinearity Scatter Plot of Standardized Residuals 

Linearity " 

Normality " 

Homoscedasticity " 

Independence of residuals " 

 

Violations of the Assumptions 

The researcher needs to be aware of instances and cases of violations of the 

assumptions. Violations of assumptions may lead to erroneous estimation of regression 

coefficients and standard errors. Inaccurate estimates of the regression analysis outcomes 
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lead to wrongful conclusions of the relationships between the independent and dependent 

variables. These outcomes would affect the quality and accuracy of the statistical 

analysis. There are approaches for identifying and managing violations of assumptions. 

The following section includes the strategies for identifying and addressing these 

violations. 

Green and Salkind (2017) and Ernst and Albers (2017) suggested that examining 

scatterplots enables the identification of outliers, multicollinearity, and independence of 

residuals violations. One may also evaluate multicollinearity by viewing the correlation 

coefficients among the predictor variables. Small to medium bivariate correlations 

indicate a non-violation of the multicollinearity assumption. Detecting and addressing 

outliers, multicollinearity, and independence of residuals, included assessing the 

scatterplots from the statistical analysis in SPSS. The violation of these assumptions 

could lead to inaccurate conclusions. Examining and inspecting scatterplots or residual 

plots may enable the researcher to detect breaches of the linearity and homoscedasticity 

assumptions (Ernst & Albers, 2017). The scatterplots and residual plots helped to identify 

linearity and homoscedasticity violations, respectively.  

Bootstrapping is an alternative inferential technique for addressing data 

assumption violations (Adepoju & Ogundunmade, 2019; Hesterberg, 2015). The 

bootstrapping principle enables a researcher to make inferences about a study population 

by resampling the data and performing the resampled data analysis (Hesterberg, 2015; 

Green & Salkind, 2017). The correctness and trueness of the inference from the 
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resampled data are measurable and easy to calculate. This property makes bootstrapping 

a favorable technique for determining assumption violations.  It is standard practice to 

compute bootstrapping samples to combat any possible influence of assumption 

violations (Green & Salkind, 2017). These bootstrapped samples become the basis for 

estimating research hypotheses and determining confidence intervals (Adepoju & 

Ogundunmade, 2019). There are parametric and nonparametric bootstrapping techniques 

(Green & Salkind, 2017). In linear models, there is preference for nonparametric 

bootstrapping technique. One of the advantages of using nonparametric technique is the 

use of the original sample data without referencing the underlying population (Hertzberg, 

2015; Green & Salkind, 2017). In addition to the methods stated earlier, the 

nonparametric bootstrapping approach was used evaluate assumption violations.  

One of the tasks was to interpret inferential results. Green and Salkind (2017) 

opined that beta weights and confidence intervals are statistics for interpreting inferential 

results. Other measures for interpreting inferential results include (a) significance value, 

(b) F value, and (c) R2. Interpreting inferential results for this study involved the use of 

these metrics. Beta weights are partial coefficients that indicate the unique relationship 

between a dependent and independent variable while keeping other independent variables 

constant (Green & Salkind, 2017). To use the Beta weight, the researcher needs to 

calculate the beta coefficient, defined as the degree of change in the dependent variable 

for every unit change in the independent variable. Confidence interval is the probability 

that a population parameter would fall between a range of values for a given number of 
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times (Stewart & Ning, 2020). The probability limits for the confidence interval is 

usually 95% (Al-Mutairi & Raqab, 2020) 

Study Validity  

There is the need to establish the validity of methods and techniques that affect 

the quality of results (Yin, 2017). Research validity refers to how well the study 

participants' results represent accurate findings among similar individuals outside the 

study (Heale & Twycross, 2015; Xu et al., 2020). Quantitative research involves the 

collection of numerical data and analyzes these data to generate results (Yin, 2017). 

Checking and assessing research validity and reliability methods are strategies for 

establishing rigor and trustworthiness in quantitative studies (Matthes & Ball, 2019). 

There are different methods for demonstrating the validity of the research and rigor. 

Research validity techniques could be internal or external. The next sections include an 

analysis of the validity techniques for the study.  

Internal Validity 

Internal validity is the extent to which the observed results represent the truth in 

the studied population and are not due to methodological errors (Cortina, 2020; Grizzlea 

et al., 2020; Yin, 2017). Green and Salkind (2017) opined that internal validity allows the 

researcher to suggest a causal relationship between research variables. Internal validity is 

a concern for experimental and quasi-experimental studies where the researcher seeks to 

establish a causal relationship between the independent and dependent variables by 

manipulating independent variables (Cortina, 2020; Heale & Twycross, 2015; Yin, 2017). 
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Non-experimental studies are those where the researcher cannot control or manipulate the 

independent (predictor) variable to establish its effect on the dependent (outcome) 

variable (Leatherdale, 2019; Reio, 2016). In non-experimental studies, the researcher 

relies on observations and interactions to conclude the relationships between the variables 

(Leatherdale, 2019). This study is non-experimental, and the objective was to establish a 

correlational relationship (and not a causal relationship) between the study variables. 

Thus, internal validity concerns did not apply to this study. Since this study involved 

statistical analysis and conclusions from the outcome of the analysis, statistical 

conclusion validity was a potential threat to and the study outcome and quality.  

Threats to Statistical Conclusion Validity  

Statistical conclusion validity is an assessment of the level of accuracy of the 

research conclusion (Green & Salkind, 2017). Statistical conclusion validity is a metric 

for measuring how accurately and reasonably the researcher applies the research methods 

and establishes the outcomes. Conditions that enhance threats to statistical conclusion 

validity could inflate Type I error rates (a situation where the researcher rejects the null 

hypotheses when it is true) and Type II error rates (accepting the null hypothesis when it 

is false). Threats to statistical conclusion validity may come from the reliability of the 

study instrument, data assumptions, and sample size.  

Validity and Reliability of the Instrument. A structured questionnaire is a 

popularly used instrument for data collection in quantitative research (Saunders et al., 

2019). A questionnaire might have internal or external validity. Internal validity refers to 



108 

 

 

 

the extent to which the measures quantify what the researcher intends to measure (Simoes 

et al., 2018). In contrast, external validity is how accurately the study sample measures 

reflect the population's characteristics (Heale & Twycross, 2015; Simoes et al., 2018). 

Different forms of validity include (a) face validity, (b) construct validity, (c) content 

validity, and (d) criterion validity. Reliability is the characteristic of the data collection 

instrument to generate reproducible results (Simoes et al., 2018). Establishing the 

reliability and validity of the research tools and instruments is a critical requirement for 

research quality.  Prowse et al. (2018), Koleilat and Whaley (2016), and Roure and 

Lentillon-Kaestner (2018) conducted reliability and validity assessments of their 

questionnaire for data collection instruments. Prowse et al. and Koleilat and Whaley 

conducted their study in the food, beverage, and related industries. The next section 

includes an analysis of the reliability and validity assessments of the data collection 

instruments from the studies of Prowse et al. (2018) and Koleilat and Whaley (2016).  

Prowse et al. (2018) assessed the validity and reliability of the Food and Beverage 

Marketing Assessment Tool for Settings (FoodMATS) tool for evaluating the impact of 

food marketing in public recreational and sports facilities in 51 sites across Canada. 

Prowse et al. tested reliability by calculating inter-rater reliability using Cohen's kappa 

(k) and intra-class correlations (ICC). The results indicated a good to excellent inter-rater 

reliability score (κ = 0.88–1.00, p < 0.001; ICC = 0.97, p < 0.001). The outcome 

confirmed the reliability and suitability of the FoodMATS tool for measuring food 

marketing exposures and consequences.  Prowse et al. (2018) further examined the 
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validity by determining the Pearson's correlations between FoodMATS scores and 

facility sponsorships and sequential multiple regression for estimating "Least Healthy" 

food sales from FoodMATs scores. The results showed a strong and positive correlation 

(r = 0.86, p < 0.001) between FoodMATS scores and food sponsorship dollars. Prowse et 

al. (2018) explained that the FoodMATS scores accounted for 14% of the variability in 

"Least Healthy" concession sales (p = 0.012) and 24% of the total variability concession 

and vending "Least Healthy" food sales (p = 0.003).  

In another study, Koleilat and Whaley (2016) examined the reliability and validity 

of a 10-item Child Food and Beverage Intake Questionnaire on assessing foods and 

beverages intake among two to four-year-old children. Koleilat and Whaley used such 

techniques as Spearman rank correlation coefficients and linear regression analysis to 

determine the validity of the questionnaire compared to 24-hour calls. Kolielat and 

Whaley (2016) reported that the 10-item Child Food and Beverage Intake Questionnaire 

correlations ranged from 0.48 for sweetened drinks to 0.87 for regular sodas. Spearman 

rank correlation results for beverages ranged from 0.15 to 0.59. The results indicated that 

the questionnaire had fair to substantial reliability and moderate to strong validity. 

Establishing the reliability and validity of the data collection instrument is a critical 

requirement for research quality and rigor (Koleilat and Whaley, 2016; Prowse et al., 

2018). In this study, the questionnaire was the data collection instrument, and the next 

section includes the strategies and procedures used for determining and managing 

reliability and validity  
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Simoes et al. (2018) argued that there are theoretical and empirical methods for 

determining the validity of a questionnaire. Theoretical construct was used to test the 

validity of the questionnaire survey instrument for this study. In utilizing the theoretical 

construct, a researcher might use a panel of experts to test the questionnaire's validity 

through face validity or content validity (Hardesty & Bearden, 2004; Vakili & Jahangiri, 

2018). Content validity is how well the measurement instrument (in this case, the 

questionnaire) measures the study constructs and variables (Grizzlea et al., 2020). Face 

validity is when an individual who is an expert on the research subject assesses the 

questionnaire (instrument) and concludes that the tool (questionnaire) measures the 

characteristic of interest (Grizzlea et al., 2020; Hardesty & Bearden, 2004).  Content 

validity was used to confirm the validity of the survey questions by citing the relevance 

and previous application of the selected questions in similar studies in the same and 

related industry. Face validity was applied by sharing the survey questions with some 

senior executives in the beverage industry who are leaders and experts in implementing 

CI strategies. These experts helped assess the relevance of the survey questions in the 

industry.  

A questionnaire is reliable if the researcher gets similar results for each use and 

deployment of the questionnaire (Simoes et al., 2018). Aspects of reliability include 

equivalence, stability, and internal consistency (homogeneity). Cronbach's alpha (α) is a 

statistic for evaluating research instrument reliability and a measure of internal 

consistency (Cronbach, 1951; Taber, 2018). The Cronbach alpha was the statistic for 
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assessing the reliability of the questionnaire. The coefficient of reliability, measured as 

Cronbach's alpha, ranges from 0 to 1 (Cronbach, 1951; Green & Salkind, 2017). 

Reliability coefficients closer to 1 indicate high-reliability levels, while coefficients 

closer to 0 shows low internal consistency and reliability levels (Taber, 2018). The intent 

was to state the independent variables' reliability coefficients as a measure of internal 

consistency and reliability.  

Data Assumptions. Establishing and confirming data assumptions for the 

preferred statistical test enables the researcher to draw valid conclusions and supports the 

accurate presentation of results (Marsha & Murtaqi, 2017). The data assumptions of 

interest related to the multiple regression analysis. The data assumptions discussed earlier 

in the Data Analysis section applied in the study.  

Sample Size. The sample size is another factor that could affect the reliability of 

the study instrument. Using too small a sample size may lead to excluding critical parts of 

the study population and false generalization (Yin, 2017). Thus, the researcher needs to 

ensure the use of the appropriate sample size. I discussed the strategies and rationale for 

sampling (in the Population and Sampling section) and confirmed the use of G*Power 

analysis for determining the proper sample size.  

Quantitative research also involves selecting and identifying the appropriate 

significance level (α-value) as additional strategy for reducing Type I error (Perez et al., 

2014; Cho & Kim, 2015). Cho and Kim (2015) opined that using a p value of 0.05, which 

is the most typical in business research, would reduce the threat to statistical conclusion 
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validity. Thus, these are additional measures and strategies for managing issues of 

statistical conclusion validity in the study.  

External Validity  

External validity refers to how accurately the measures obtained from the study 

sample describe the reference population (Chaplin et al., 2018; Wacker, 2014). 

Appropriate external validity would enable the researcher to generalize the results to the 

population sample and apply the outcome to different settings (Dehejia et al., 2021). The 

intention to generalize the results to the population sample made external validity of 

concern to the study. There is a relationship between the sampling strategy (discussed in 

section 2.6 – Population and Sampling) and external validity (Yin, 2017). Probability 

sampling techniques enhance external validity. Random (probability) sampling strategy 

was used to address the threats to external validity. The random sampling technique 

further reduced the risks of bias and threats to external validity by giving every 

population sample an equal opportunity for selection (Revilla & Ocha, 2018). Thus, 

complying with the population and sampling strategies addressed earlier enhanced 

external validity.  

Transition and Summary 

Section 2 included (a) description of the methodological components and 

elements of the study, (b) definition and clarification of the researcher‘s role, (c) 

identification and selection of research participants, (d) description of the research 

method and design, (e) the population and sampling techniques, (f) strategies for 
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establishing research ethics, (g) the data collection instrument, and (h) data collection 

techniques. Other components of Section 2 were the data analysis methods and 

procedures for establishing and managing study validity. In Section 3, I presented the 

study findings. This section also comprised the appropriate tables, figures, illustrations, 

and evaluation of the statistical assumptions. In this section, I also included a detailed 

description of the applicability of the findings in actual business practices, the tangible 

social change implications, and the recommendation for action, reflection, and further 

research. 
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Section 3: Application to Professional Practice and Implications for Change 

The purpose of this quantitative correlational study was to assess the relationship 

between transformational leadership‘s idealized influence, intellectual stimulation, and 

CI. The independent variables were idealized influence and intellectual stimulation. The 

dependent variable was CI. The study findings supported the rejection of the null 

hypothesis and the acceptance of the alternative hypothesis. Thus, there is a relationship 

between beverage manufacturing managers‘ idealized influence, intellectual stimulation, 

and CI. 

Presentation of the Findings  

I present descriptive statistics results; discuss the testing of statistical 

assumptions, and present inferential statistical results in this subsection. I also discuss my 

research summary and theoretical perspectives of my findings in this subheading. I 

analyzed bootstrapping using 2000 samples to assess and ascertain potential assumption 

violations and calculate 95% confidence intervals. Green and Salkind (2017) opined that 

2000 bootstrapping samples could estimate 95% confidence intervals. 

Descriptive Statistics 

I received 171 completed surveys. I discarded 11 out of these due to incomplete 

and missing data. Thus, I had 160 completed questionnaires for analysis. From the 

demographic data, 74% and 53% of the respondents were male and 30 – 40 years of age, 

respectively. The majority of the respondents, 41%, work in the manufacturing or 
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production department. For years of experience, 40% of respondents had 1 to 5 years of 

experience, while 31% had 5 to 10 years of experience in the beverage industry. 

Table 5 includes the descriptive statistics of the study variables. Figure 2 depicts a 

scatterplot indicating a positive linear relationship between the independent and 

dependent variables. This positive linear relationship shows a relationship between the 

transformational leadership components of idealized influence, intellectual stimulation, 

and CI.  

Table 5 
 

Means and Standard Deviations for Quantitative Study Variables 

Variable M SD Bootstrapped 95% CI (M) 

Idealized Influence 3.12 0.57 [ 0.106, 0.377] 

Intellectual Stimulation 3.56 0.47 [ 0.113, 0.443] 

CI 3.52 0.52 [ 1.236, 2.430] 

Note N= 160. 
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Figure 2 
 

Scatterplot of the standardized residuals 

 

Test of Assumptions  

I evaluated multicollinearity, outliers, normality, linearity, homoscedasticity, and 

independence of residuals to ascertain violations and test for assumptions. Bootstrapping 

is an alternative inferential technique researchers use to address potential data assumption 

violations (Adepoju & Ogundunmade, 2019; Hesterberg, 2015). I used 1000 

bootstrapping samples to minimize the possible violations of assumptions.  

Multicollinearity  

To evaluate this assumption, I viewed the correlation coefficients between the 

independent variables. There was no evidence of the violation of this assumption as all 
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the bivariate correlations were small to medium (see Table 6). Table 6 is a summary of 

the correlation coefficients.  

Table 6 
 

Correlation Coefficients for Independent Variables 

Variable Idealized Influence Intellectual Stimulation 

Idealized Influence 1.000 0.287 

Intellectual Stimulation 0.287 1.000 

Note. N= 160 

Normality, Linearity, Homoscedasticity, and Independence of Residuals  

Other common assumptions in regression analysis include normality, linearity, 

homoscedasticity, and independence of residuals (Green & Salkind, 2017; Marsha & 

Murtaqi, 2017). A researcher might evaluate these assumptions by examining the normal 

probability plot (P-P) and a scatterplot of the standardized residuals (Kozak & Piepho, 

2018). I evaluated normality, linearity, homoscedasticity, and independence of residuals 

by examining the normal probability plot (P-P) of the regression standardized residuals 

(Figure 3) and a scatterplot of the standardized residuals (Figure 2).  
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Figure 3 
 

Normal Probability Plot (P-P) of the Regression Standardized Residuals 

 
 

The distribution of the residual plot should indicate a straight line from the bottom 

left to the top right of the plot to confirm the non-violation of the assumptions (Green & 

Salkind, 2017; Kozak & Piepho, 2018). From the distribution of residual plots, there was 

no significant violation of the assumptions. Green and Salkind (2017) opined that a 

scatterplot of the standardized residuals that satisfies the assumptions should indicate a 

nonsystematic pattern. The examination of the scatterplots of the standardized residuals 

revealed a non-systematic pattern and thus no violation of the assumptions. 
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Inferential Results 

I conducted a multiple linear regression, α = .05 (two-tailed), to assess the 

relationship between idealized influence, intellectual stimulation, and CI. The 

independent variables were idealized influence and intellectual stimulation. The 

dependent variable was CI. The null hypothesis was that idealized influence and 

intellectual stimulation would not significantly predict CI. The alternative hypothesis was 

that idealized influence and intellectual stimulation would significantly predict CI. 

There are various outputs and statistics from the multiple regression analysis. 

Some of these include the multiple correlation coefficient, coefficient of determination, 

and F-ratio. The multiple correlation coefficient, R, measures the quality of the prediction 

of the dependent variable (Green & Salkind, 2017). The coefficient of determination (R
2
) 

is the proportion of variance in the dependent variable that the independent variables can 

explain. F-ratio (F) in the regression analysis tests whether the regression model is a 

good fit for the data (Green & Salkind, 2017). From the multiple regression analysis, the 

R-value was 0.416. This value indicates a satisfactory level of correlation and prediction 

of the dependent variable, CI. Table 7 includes the summary of research results.  
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Table 7 
 

Summary of Results 

Results Value    Comment   

Statistical analysis 
Multiple regression 

analysis.  

 
  Two-tailed test   

Multiple correlation 

coefficient (R) 
0.416 

 

  

Satisfactory level of correlation and prediction of 

the dependent variable, CI by the independent 

variables 

  

Coefficient of determination 

(R
2
) 

0.173 

 

  

The independent variables accounted for 

approximately 17.3% variations in the dependent 

variable 

  

F-ratio (F) 16.428 
 
  
The regression model is a good fit for the data at p 

< 0.000  
  

Correlation coefficient, R, 

between idealized influence 

and CI 

R = 0.329, p < 0.000 

 

  
Positive and significant correlation between 

idealized influence and CI 
  

Correlation coefficient, R, 

between intellectual 

stimulation and CI 

R = 0.339, p < 0.000 

 

  
Positive and significant correlation between 

intellectual stimulation and CI 
  

Relationship between 

idealized influence and CI 
b = 0.242, p = 0.001 

 
  

A positive value indicates a 0.242 unit increase in 

CI for each unit increase in idealized influence 
  

Relationship between 

intellectual stimulation  and 

CI 

b = 0.278, p = 0.001 

 

  

A positive value indicates a 0.278 unit increase in 

CI for each unit increase in intellectual 

stimulation) 

  

Final predictive equation 

CI = 1.833 + (0.242 idealized influence) + (0.278 intellectual stimulation) 

 

  

Regression model summary F (2, 157) = 16.428, p < 0.000, R2 = 0.173   

 

I conducted multiple regression to predict CI from idealized influence and 

intellectual stimulation. These variables statistically significantly predicted CI, F (2, 157) 

= 16.428, p < 0.000, R
2
 = 0.173. All two independent variables added statistically 

significantly to the prediction, p < .05. The R
2
 = 0.173 indicates that linear combination 

of the independent variables (idealized influence and intellectual stimulation) accounted 
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for approximately 17.3% variations in CI. The independent variables showed a 

significant relationship/correlation with CI. The unstandardized coefficient, b-value, 

indicates the degree to which each independent variable affects the dependent variable if 

the effects of all other independent variables remain constant (Green & Salkind, 2017). 

Idealized influence had a significant relationship (b = 0.242, p = 0.001) with CI. 

Intellectual stimulation also indicated a significant relationship/correlation (b = 0.278, p = 

0.001) with CI. The final predictive equation was: 

CI = 1.833 + (0.242 idealized influence) + (0.278 intellectual stimulation) 

Idealized influence (b = 0.242): The positive value for idealized influence 

indicated a 0.242 increase in CI for each additional unit increase in idealized influence. In 

other words, CI tends to increase as idealized influence increases. This interpretation is 

true only if the effects of intellectual stimulation remained constant. 

Intellectual stimulation (b = 0.278): The positive value for intellectual 

stimulation as a predictor indicated a 0.278 increase in CI for each additional unit 

increase in intellectual stimulation. Thus, CI tends to increase as intellectual stimulation 

increases. This interpretation is valid only if the effects of idealized influence remained 

constant. Table 8 is the regression summary table.  

Table 8 
 

Regression Analysis Summary for Independent Variables 

Variable B SEB β t p B 95%Bootstrapped CI 

Idealized Influence 0.242 0.069 0.266 3.514 0.001 [ 0.106, 0.377] 

Intellectual Stimulation 0.278 0.083 0.252 3.329 0.001 [0.113, 0.443] 

Note. N= 160 
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Analysis summary. The purpose of this study was to assess the relationship 

between transformational leadership‘s idealized influence, intellectual stimulation, and 

CI. Multiple linear regression was the statistical method for examining the relationship 

between idealized influence, intellectual stimulation, and CI. I assessed assumptions 

surrounding multiple linear regression and did not find any significant violations. The 

model as a whole showed a significant relationship between idealized influence, 

intellectual stimulation, and CI, F (2, 157) = 16.428, p < 0.000, R
2
 = 0.173. The 

independent variables (idealized influence and intellectual stimulation) indicated a 

statistically significant relationship with CI.  

Theoretical conversation on findings. The study results indicated a statistically 

significant relationship between idealized influence, intellectual stimulation, and CI. The 

study outcomes are consistent with the existing literature on transformational leadership 

and CI. Kumar and Sharma (2017), in the multiple regression analysis of the relationship 

between leadership style and CI, reported that leadership style accounted for 95.7% of CI. 

Kumar and Sharma further indicated that transformational leadership significantly 

predicts CI. Omiete et al. (2018) opined that transformational leadership had a positive 

and significant impact on organizational resilience and performance of the Nigerian 

beverage industry.  

Intellectual stimulation (R= 0.329, p < 0.000) and idealized influence (R= 0.339, 

p < 0.000) had significant and positive correlations with CI. From the multiple regression 

analysis, the overall correlation coefficient, R-value, was 0.416. This value indicates a 
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satisfactory level of correlation and prediction of the dependent variable, CI. The R-value 

of 0.416 at p < 0.000 aligns with the similar outcome of Overstreet (2012) and Omiete et 

al. (2018). Overstreet studied the effect of transformational leadership on financial 

performance and reported a correlation coefficient of 0.33 at p < 0.004, indicating that 

transformational leadership has a direct, positive relationship with the firm's financial 

performance. Overstreet (2012) also found that transformational leadership is positively 

correlated (R = 0.58, p < 0.001) to organizational innovativeness.  

The outcome of this study also aligns with Omiete et al.‘s (2018) assessment of 

the impact of positive and significant effects of transformational leadership in the 

Nigerian beverage industry. Omiete et al. reported a positive and significant correlation 

between idealized influence ((R = 0.623, p = 0.000) and beverage industry resilience. The 

outcome of Omiete et al.‘s study further indicated a positive and significant correlation (R 

= 0.630, p = 0.000) between intellectual stimulation and beverage industry adaptive 

capacity.  

Ineffective leadership is one of the leading causes of CI implementation failure 

(Khan et al., 2019). Gandhi et al. (2019) reported a positive relationship between 

transformational leadership style and CI. Transformational leadership is an effective 

leadership style required to implement CI successfully (Gandhi et al., 2019; Nging & 

Yazdanifard, 2015; Sattayaraksa and Boon-itt, 2016). Amanchukwu et al.'s (2015) and 

Kumar and Sharma‘s (2017) studies indicated that transformational leaders provide 

followers with the required skills and direction to implement CI and achieve business 
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goals. Manocha and Chuah (2017) further elaborated that beverage could successfully 

implement CI strategies by deploying transformational leadership styles.  

Applications to Professional Practice 

The results of this study are significant to Nigerian beverage manufacturing 

leaders in that business leaders might obtain a practical model for understanding the 

relationship between transformational leadership style and CI. The practical 

understanding of this relationship could help business leaders gain insights for leadership 

and organizational improvement. The practical approach could lead to an understanding 

and appreciation of the requirements for successful CI implementation. The practical 

application of effective leadership styles would help business managers reduce 

unsuccessful CI implementation (Antony et al., 2019; McLean et al., 2017). The findings 

of this study may serve as a foundation for standardized CI implementation processes in 

the beverage industry.  

To enhance CI implementation, beverage industry leaders and managers could 

translate the study findings into their corporate procedures, systems, and standards. One 

strategy for achieving this business improvement goal is learning and adopting the PDCA 

cycle as a problem-solving, quality improvement, and efficiency enhancement tool 

(Hedaoo & Sangode, 2019; Tortorella et al., 2020). Beverage industry leaders face 

different process and product quality challenges and could use the PDCA cycle and total 

quality management practices to address these problems (Tortorella et al., 2020). 

Specifically, the PDCA cycle would enable business leaders to plan, implement, assess, 
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and entrench quality management and improvement processes and procedures for 

improved quality control and quality assurance. Interestingly, an inherent approach of the 

CI implementation cycle is standardizing the improvement learning as routines (Morgan 

& Stewart, 2017). This continual improvement cycle would serve as a yardstick for 

addressing current and future business problems. 

Approximately 60% of CI strategies fail to achieve the desired results (McLean et 

al., 2017). There is a high rate of CI implementation failures in the beverage industry, 

leading to significant efficiency, financial, and product quality losses (Antony et al., 

2019).  Unsuccessful CI implementation could have negative impacts on business 

performance (Galeazzo et al., 2017). Alternatively, beverage industry leaders could 

utilize CI initiatives to reduce manufacturing costs by 26%, increase profit margin by 8%, 

and improve sales win ratio by 65% (Khan et al., 2019; Shumpei & Mihail, 2018). 

The substantial losses and potential negative impacts of unsuccessful CI 

implementation and the potential benefits of successful CI implementation warrant 

business leaders to have the knowledge, capabilities, and skills to drive CI initiatives and 

processes. The Nigerian manufacturing sector, of which the beverage industry is a critical 

component, requires constant review and implementation of CI processes for growth 

(Muhammad, 2019; Oluwafemi & Okon, 2018). The highly competitive and volatile 

business environment calls for a proactive application of CI initiatives for the industry's 

continued viability (Butler et al., 2018). Thus, there is a need for business leaders and 
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managers to constantly acquaint themselves with effective leadership styles for CI and 

organizational growth.  

Both scholars and practitioners argue that transformational leaders are effective at 

implementing CI. Transformational leaders influence and motivate others to embrace 

processes and systems for effective business improvement (Lee et al., 2020; Yin et al., 

2020). Transformational leadership style is critical for successfully implementing 

improvement strategies (Bass, 1985; Lee et al., 2020). CI is essential for organizational 

growth and development (Veres et al., 2017). The positive correlation between the 

transformational leadership models and CI has critical implications for improved business 

practice. Leaders who display intellectual stimulation would improve employee 

performance and business growth (Ogola et al., 2017). Employee involvement and 

participation are necessary for CI and sustainable performance (Anthony & Gupta, 2019). 

Thus, business leaders could enhance employee participation in CI programs and, by 

extension, drive business growth and performance through intellectual stimulation.  

Various CI tools, including the PDCA cycle, are relevant for improved business 

practice (Sarina et al., 2017). Business leaders could use these CI tools and strategies in 

their regular business strategy sessions and plans to drive improved performance. For 

instance, beverage industry managers could enhance engagement, clarification, and 

implementation of valuable business improvement solutions using the PDCA cycle 

(Singh et al., 2018). Anthony et al. (2019) argued that business leaders who succeed in 
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their CI and business performance drive are those who take a keen interest in stimulating 

the workforce and the entire organization towards embracing and using CI tools.  

Using the PDCA cycle for Improved Business Practice.  

One of the applicability of the research findings to the professional practice of 

business is that business leaders could learn how to use the PDCA cycle in their 

leadership efforts and tasks. Understanding the basic steps of the PDCA cycle and how to 

adapt these to regular business systems and processes is relevant to improved business 

practice (Khan et al., 2019; Singh & Singh, 2015). The Deming PDCA cycle is a cyclical 

process that walks a company or group through the four improvement steps (Deming, 

1976; McLean et al., 2017). The cycle includes the plan, do, check, and act steps, and 

each stage contains practical business improvement processes. Business leaders who 

yearn for improvement are welcome to use this model in their organizations.  

In the planning phase, teams will measure current standards, develop ideas for 

improvements; identify how to implement the improvement ideas, set objectives, and 

plan action (Shumpei & Mihail, 2018; Sunadi et al., 2020). In the ‗‘Do‘‘ step, the team 

implements the plan created in the first step. This process includes changing processes, 

providing necessary training, increasing awareness, and adding in any controls to avoid 

potential problems (Morgan & Stewart, 2017; Sunadi et al., 2020). The ‗‘Check‘‘ step 

includes taking new measurements to compare with previous results, analyzing the 

results, and implementing corrective or preventative actions to ensure the desired results 

(Mihajlovic, 2018). In the final step, the management teams analyze all the data from the 
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change to determine whether the change will become permanent or confirm the need for 

further adjustments. The act step feeds into the plan step since there is the need to find 

and develop new ways to make other improvements continually (Khan et al., 2019; Singh 

& Singh, 2015).  

Implications for Social Change 

The implications for positive social change include the potential for business 

leaders to gain knowledge to improve CI implementation processes, increasing 

productivity, and minimizing financial losses. The beverage industry plays a critical role 

in the socio-economic well-being of the country and communities through government 

revenue and corporate social responsibility initiatives (Nzewi et al., 2018; Oluwafemi & 

Okon, 2018). Improved productivity of this sector would translate to enhanced income 

and socio-economic empowerment of the people.  

Improved growth and productivity may also translate to enhanced employment 

effect and, thus, reducing unemployment through long-term sustainable employment 

practices. Improved employment conditions and employee well-being enhanced CI 

implementation, and its positive impacts may boost employee morale, family 

relationships, and healthy living. Sustainable employment practices and improved 

conditions of employment may support employee financial stability and enhance the 

quality of life. Highly engaged and motivated employees can support their families and 

play active roles in building a sustainable society (Ogola et al., 2017). The beverage 

industry and organizations implementing a CI culture could drive the appropriate culture 
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for improvement and competitiveness. Leading an organizational cultural change for 

constant improvement is one of operational excellence and sustainable development 

drivers. 

The Nigerian beverage industry could benefit from institutionalizing a CI culture 

to grow and contribute to the nation‘s GDP. The beverage industry is a strategic sector in 

the broader manufacturing sector and a key player in the nation‘s socio-economic indices. 

In the fourth quarter of 2020, the manufacturing sector recorded a 24.60% (year-on-year) 

nominal growth rate, a -1.69% lower than recorded in the corresponding period of 2019 

(26.29%) (NBS, 2021). There are tangible potential improvements and performance 

indices from the implementation of CI strategies. As reported by Khan et al. (2019) and 

Shumpei and Mihail (2018), business managers can implement CI strategies to reduce 

manufacturing costs by 26%, increase profit margin by 8%, and improve the sales win 

ratio by 65%. Improvements in the Nigerian beverage manufacturing sector can 

positively affect the Nigerian economy by providing jobs and growth in GDP 

contribution (Monye, 2016). There are thus the opportunities to embrace a CI culture to 

improve the beverage industry and manufacturing sector 

Recommendations for Action 

This study indicated a statistically significant relationship between 

transformational leadership‘s idealized influence, intellectual stimulation, and CI. Thus, I 

recommend that beverage industry managers adopt idealized influence and intellectual 

stimulation as transformational leadership styles for improved business practice and 
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performance. Based on these findings, I recommend that business leaders have indices 

and indicators for measuring the success of CI initiatives. Butler et al. (2018) opined that 

organizations should adopt clear business assessment indicators and metrics for assessing 

CI. Business leaders might want to set up CI teams in their organizations with a clear 

mandate to deploy CI tools to address business problems. The first step could entail 

training and understanding the PDCA cycle and deploying this in the various sections of 

the company.   

Transformational leaders enhance followers‘ capabilities and promote 

organizational growth (Dong et al., 2017; Widayati & Gunarto, 2017). Yin et al. (2020) 

argued that business leaders and managers should adopt the transformational leadership 

style as a yardstick for leadership success and performance. Therefore, I recommend 

beverage industry managers adopt transformational leadership styles for CI. Beverage 

industry manufacturing, production, sales, marketing, human resources, and other 

departmental heads need to pay attention to the findings as they have the potential to help 

them navigate through the complex business environment and deliver superior results. 

Bass and Avolio (1995) recommended using the MLQ questionnaire in 

transformational leadership training programs to determine the leaders‘ strengths and 

weaknesses. The Deming improvement (PDCA) cycle is a critical tool for assessing 

organizational improvement initiatives (Khan et al., 2019; Singh & Singh, 2015). Thus, 

the MLQ and Deming improvement cycle could serve as tools for assessing leadership 

competencies and skills for CI. These tools could enhance effective decision-making for 
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leadership styles aligned with CI strategies. Transformational leaders could use the MLQ 

and Deming improvement cycle to improve decision-making during CI initiatives and 

processes. Including these tools in the employee training plan, routine shopfloor work 

assessment, and business strategy sessions would help create the required awareness. The 

PDCA cycle is a problem-solving tool relevant to addressing business problems (Khan et 

al., 2019). Business leaders can adopt this tool for problem-solving and enhanced 

performance.  

Making the study's outcome available to scholars, researchers, beverage sector 

leaders, and business managers are some of the recommendations for action. The study's 

publication is one strategy to make its outcome available to scholars and other interested 

parties. The publication of this study will add to the body of knowledge, and researchers 

could use the knowledge in future studies concerning transformational leadership and CI. 

I plan to publish the study outcome in strategic beverage industry journals such as the 

Brewer and Distiller International and other related sector manuals. A further 

recommendation for action is to disseminate the learning and study results through 

teaching, coaching, and mentoring practitioners, leaders, managers, and stakeholders in 

the industry.  

Another strategy for making the research accessible is the presentation at 

conferences and other scholarly events. I intend to present the study findings at 

professional meetings and relevant business events, as they effectively communicate the 
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results of a research study to scholars. I will also explore publishing this study in the 

ProQuest dissertation database to make it available for peer and scholarly reviews.  

Recommendations for Further Research 

In this study, I examined the relationship between transformational leadership‘s 

idealized influence, intellectual stimulation, and CI. Although random sampling supports 

the generalization of study findings, one of the limitations of this study was the potential 

to generalize the outcome of quant-based research with a correlational design. The 

correlational design restrains establishing a causal relationship between the research 

variables (Cerniglia et al., 2016). Recommendation for the further study includes using 

probability sampling with other research designs to establish a causal relationship 

between the study variables. A causal research method would enable the investigation of 

the cause-and-effect relationship between the research variables.  

Subsequent studies could use mixed-methods research methodology to extend the 

findings regarding transformational leadership and CI. The mixed methods research 

entails using quantitative and qualitative methods to address the research phenomenon 

(Saunders et al., 2019). Combining quantitative and qualitative approaches in single 

research could enable the researcher to ascertain the relationship between the study 

variables and address the why and how questions related to the leadership and CI 

variables. Including a qualitative method in the study would also bring the researcher 

closer to the study problem and have a more extended range of reach (Queiros et al., 
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2017). Thus, a mixed-method approach would help address some of the limitations of the 

study.   

Only two transformational leadership components, idealized influence and 

intellectual stimulation formed the study's independent variables. The other 

transformational leadership components include inspirational motivation and 

individualized consideration. Further research includes assessing the correlation between 

inspirational motivation, individualized consideration, and CI. The argument for 

assessing the impact of inspirational motivation and individualized consideration stems 

from the outcome of previous studies on the impact of these leadership styles on the 

performance of the Nigerian beverage industry. Omiete et al. (2018), for instance, 

reported a positive and statistically significant correlation between individualized 

consideration (R = 0.518, p = 0.000) and adaptive capacity of the Nigerian beverage 

industries.  The population of this study involves beverage industry managers from the 

Southern part of Nigeria. Additional research involving participants from diverse areas of 

the country might help to validate the research findings.  

Reflections 

The results of the study broadened my perspective on the research topic. The 

study outcome contributed to my knowledge and understanding of the role of 

transformational leadership in CI implementation. Through this study, I gained further 

insights into the importance and value of the PDCA cycle. The doctoral journey enhanced 

my research skills and supported my development and growth as a scholar-practitioner. I 
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re-enforce my desire to share the knowledge and skills acquired through teaching, 

coaching, and mentoring practitioners, leaders, managers, and stakeholders in the 

industry.  

One of the advantages of using a quantitative research methodology is collecting 

data using instruments other than the researcher and analyzing the data using statistical 

methods to confirm research theories and answer research questions (Todd & Hill, 2018). 

Using data collection strategies appropriate for the study may help mitigate bias (Fusch et 

al., 2018). The use of questionnaires for data collection enabled the mitigation of bias. 

One of the bases for research quality and mitigating bias is for the researcher to be aware 

of personal preferences and promote objectivity in the research processes (Fusch et al., 

2018). I ensured that my beliefs did not influence the study findings and relied on the 

collected data to address the research question. 

Conclusion 

I examined the relationship between transformational leadership‘s idealized 

influence, intellectual stimulation, and CI. The study results revealed a statistically 

significant relationship between transformational leadership models of idealized 

influence, intellectual stimulation, and CI. Adoption of the findings of this study might 

assist business leaders in improving the successful implementation of CI. Furthermore, 

the results of this study might enhance business leaders‘ ability to make an informed 

decision on leadership styles aligned with successful business improvement. The 

implications for positive social change include the potential for stable and increased 
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employment in the sector, improved financial health and quality of life, and an increased 

tax base, leading to enhanced services and support to communities. 
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Appendix B: Multiple Linear Regression SPSS Output 

Descriptive Statistics 

 N Minimum Maximum Mean Std. Deviation 

intellectual stimulation 160 1.5 4.0 3.356 .4696 

idealized influence 160 1.3 4.0 3.123 .5698 

CI 160 1.0 4.0 3.520 .5172 

Valid N (listwise) 160     

 

 

Correlations 

 

intellectual 

stimulation CI 

intellectual stimulation Pearson Correlation 1 .329
**
 

Sig. (2-tailed)  .000 

N 160 160 

CI Pearson Correlation .329
**
 1 

Sig. (2-tailed) .000  

N 160 160 

**. Correlation is significant at the 0.01 level (2-tailed). 

 

Correlations 

 CI 

idealized 

influence 

CI Pearson Correlation 1 .339
**
 

Sig. (2-tailed)  .000 

N 160 160 

idealized influence Pearson Correlation .339
**
 1 

Sig. (2-tailed) .000  

N 160 160 
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Model Summaryb 

Model R R Square 

Adjusted R 

Square 

Std. Error of the 

Estimate 

1 .416
a
 .173 .163 .4733 

a. Predictors: (Constant), idealized influence , intellectual stimulation 

b. Dependent Variable: CI 

 

 

 

ANOVAa 

Model Sum of Squares df Mean Square F Sig. 

1 Regression 7.360 2 3.680 16.428 .000
b
 

Residual 35.169 157 .224   

Total 42.529 159    

a. Dependent Variable: CI 

b. Predictors: (Constant), idealized influence , intellectual stimulation 
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