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Abstract 

Information technology (IT) leaders lose billions of dollars and experience 

implementation delays because of failed projects. IT leaders must assign the right IT 

project manager to prevent project failure. Grounded in the critical success factor theory, 

the purpose of this quantitative correlational study was to examine the relationship 

between project managers’ gender (PMG), project managers’ years of experience (PMY), 

project managers’ age (PMA), and project success (PS) in the IT industry. Data were 

collected from 105 project managers in the U.S. IT sector using an online survey 

distribution platform. The results of the multiple regression analysis were not statistically 

significant. A key recommendation for IT leaders is to assign a project manager based on 

competency and leadership skills regardless of PMG, PMY, and PMA. The implications 

for positive social change include the potential for IT leaders to complete community 

critical IT projects by selecting the right project manager regardless of PMG, PMY, and 

PMA. 
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Section 1: Foundation of the Study  

There is a serious consideration in many organizations to better understand how to 

increase the rate of project success (PS). Information technology (IT) organizations 

experience a rate of over 40% of project failure, and approximately 66% of IT project 

managers face challenges managing the budget and scope (Project Management Institute 

[PMI], 2016). A primary reason why IT projects fail because project managers assigned 

to a project were incompetent (Hughes et al., 2016). The objective of this study was to 

access some characteristics of project managers such as project manager’s gender (PMG), 

years of experience (PMY), and age (PMA) and to determine if they predict PS. 

Background of the Problem 

The globalization and increasing demand for project managers in the IT industry 

require organizations to hire competent project managers with the right fit (Ramazani & 

Jergeas, 2015). Increased research on project management success rates that continue to 

fall has shown confusion among many individuals and project management communities 

in the IT sector. Success on projects remains elusive and not well defined (Joslin & 

Muller, 2016). However, studies have shown that many projects fail due to many factors 

such as project managers not being able to meet project objectives, cost, time, quality, 

and performance (Sunindijo, 2015). Increased failure rates on IT projects indicate that 

organizations struggle to understand what type of project manager they need to assign 

since project managers play a critical role in PS (Wu et al., 2019). Assigning a competent 

project manager to a project is challenging and requires considerable effort (Flöthmann et 

al., 2018). 
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Problem Statement 

The increase in IT project failure is becoming a major concern to many 

organizations (Alami, 2016). IT project failure is between 50% and 70%, and 45% of IT 

projects run over budget and 7% over time (Pimchangthong & Boonjing, 2017). The 

general business problem is that some business leaders in the IT sector fail to assign the 

right project manager to the right project to foster PS. The specific business problem is 

that some business leaders in the IT sector do not understand the relationship between 

PMG, PMY, PMA, and PS. 

Purpose Statement 

The purpose of this quantitative correlational study was to examine the 

relationship between PMG, PMY, PMA, and PS in the IT industry. The predictor 

variables were project PMG, PMY, and PMA. The criterion variable was PS. The target 

population consisted of project managers located in the United States from the IT 

industry. More efficient IT projects may increase the ability to provide quality, safe, and 

cost-effective benefits to organizations. Selecting a suitable project manager may enable 

organizations to deliver communication, technology, and data infrastructure for the 

community during a sudden urge or need. The implications for positive social change 

include the potential to successfully complete community critical IT projects through the 

selection of the right project manager, as predicted by PMG, PMY, and PMA. 

Nature of the Study 

The three research methods are quantitative, qualitative, and mixed methods 

(Edmonds & Kennedy, 2016). In this study, I examined the relationship between PMG, 
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PMY, PMA, and PS in the IT sector using a quantitative approach. One of the advantages 

of using quantitative methods in this study was to test the hypothesis. Quantitative 

researchers focus on examining how outcomes influence the variables using surveys, 

questionnaires, and other experiments (Aspers & Corte, 2019). Quantitative research is 

appropriate when the purpose is to determine a relationship between independent and 

dependent variables (Mertler & Reinhart, 2016). In contrast, qualitative researchers focus 

on interviewing others to identify behaviors and attitudes and investigate participants’ 

experiences and perceptions related to an issue (Silverman, 2015). Because I wanted to 

determine the relationship between independent and dependent variables, a qualitative 

method was not appropriate. Further, researchers who want to gain the benefits of both 

research methodologies combine the quantitative and qualitative methods with a mixed 

method approach (Brannen, 2017). However, the mixed method approach was not 

appropriate for this study because this study did not include any qualitative elements. 

Correlational design is appropriate when the purpose is to seek and identify if a 

relationship between variables exists (Miller, 2005), which fits the purpose of this study. 

Quasi-experimental design involves selecting groups, upon which a variable is tested, 

without any random pre-selection processes (Alavinia & Farhady, 2012). Researchers in 

experimental design isolate and manipulate the independent variable to observe its effect 

on the dependent variable and establish a cause and effect scenario (Kirk, 2013). 

Experimental or quasi-experimental designs are appropriate when the purpose is to 

determine a cause-effect (Bryman, 2015). Because this study did not include 



4 

 

experimental or cause-effect determination, neither experimental nor quasi-experimental 

designs were appropriate. 

Research Question and Hypotheses 

What is the relationship, if any, between PMG, PMY, PMA, and PS in the IT 

industry? 

H0: There is no relationship between PMG, PMY, PMA, and PS in the IT 

industry. 

H1: There is a relationship between PMG, PMY, PMA, and PS in the IT industry. 

Theoretical Framework 

The theoretical foundation of this study was the critical success factors (CSFs) 

theory. Slevin and Pinto (1986) introduced the CSFs theory to determine predictive 

factors for successful project implementation. According to Baccarini (1999), success 

criteria should be project-specific and is a core concept of project management. The 

importance of determining factors to understand PS was carried out by the PMI and 

tracks back to 1986, and the causes of success and failure on projects have been the 

theme in many types of research (Shenhar et al., 2002). 

Scholars have introduced a planning tool to ensure successful competitive 

performance for organizations by using the CSFs theory (Baporikar, 2013). Business 

leaders and project managers use the key concept of CSFs theory to define key success 

factors that are inputs to project management practice, leading directly or indirectly to PS 

(Alias et al., 2014). Leaders in organizations used the CSFs concept to define project 

achievements and benefits, which are necessary to consider PS (Muller & Jugdev, 2012). 
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In the current study, CSFs are related to the study’s independent variables PMG, PMY, 

and PMA. The CSFs theory was relevant because, as a researcher, I examined possible 

PS factors such as PMG, PMY, and PMA that may predict PS. 

Operational Definitions 

Critical success factor (CSF): A CSF is a management term for an element that is 

necessary for an organization to meet project objectives and benefits. CSFs are also 

known as key success factors or key result areas used by stakeholders to evaluate if the 

project was successful (Teller et al., 2016). 

Project management: Project management is the application of knowledge, skills, 

tools, and techniques to meet project requirements (PMI, 2017). 

Project sponsors: Project sponsors provide resources and support for the project, 

program, or portfolio and have overall accountability for the project. The project sponsor 

provides support to the project manager and holds overall responsibility for the project’s 

success (Winch & Leiringer, 2016). 

Project success: Project success refers to successful project execution that 

indicates the project has achieved the full benefits and quality requirements, on time, 

within budget, meets design requirements, and was approved and accepted by 

stakeholders (Chou & Yang, 2012). 

Assumptions, Limitations, and Delimitations 

Assumptions 

Assumptions are conditions that could be true even though the direct evidence 

was either absent and taken for granted and considered true but are not verified (Noble & 
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Smith, 2015). I made a few assumptions in this study. One assumption was that all 

participants would answer the survey questions truthfully. The second assumption was 

that I would receive a significant number of participants from SurveyMonkey Audience 

in the United States to answer the survey, which showed to be the case. The third 

assumption was that the panel of project managers in the IT sector on SurveyMonkey 

Audience would be a good representative of the project managers in the IT sector in the 

United States. 

Limitations 

Limitations are in every study and are usually out of a researcher’s control 

(Connelly, 2013). The first limitation was that the online survey targeted a population of 

project managers with access to a computer because the survey was completed online. 

The second limitation was that the project manager needed to spend the time required to 

complete the survey and reveal information that would enhance the research data quality. 

Another limitation I faced was that when respondents provided answers and submitted 

their responses, they could not go back and make corrections because they were 

anonymous, which possibly resulted in some obscure data and inconsistency. 

Delimitations 

Delimitations are characteristics that limit the scope of the research (Locke et al., 

2014). I used SurveyMonkey audience to enable adequate delimitation of the target 

participants for this study. A boundary set for this research was the geographical region 

of the United States. Additional boundaries included using SurveyMonkey to limit the 

survey respondents to project managers with experience in the IT industry and not project 
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managers working in other industries or disciplines. A disqualification occurred when a 

project manager rejected the informed consent form. I did receive over 10 

disqualifications, which showed that some project managers rejected the informed 

consent form, meaning they did not meet the criteria or did not want to participate. 

Significance of the Study 

IT project failures have been a major issue for many organizations. Project 

management has evolved, and there is an increased need to understand the factors 

contributing to PS in many organizations (Clarke, 1999). Major social development 

projects are established for the public by public and private sectors, such as IT systems 

for residential housing, hospitals, schools, educational institutions, and other utilities 

(Delmon, 2017). PS in the IT sector is important to organizations because they can reduce 

time, increase quality and profit, and avoid failures, which can be devastating for 

organizations, project teams, and communities (Atkinson, 1999). The results of this study 

were intended to help leaders in organizations to succeed in delivering projects by 

assigning the right project manager based on PMG, PMY, and PMA. Because the results 

did not show the presence of a relationship, organizations cannot rely on these variables 

as predictors to PS. However, the results may encourage leaders to focus on other 

characteristics when selecting a project manager. 

Implications for Social Change 

During the proposal stage of my research, the implications for social change 

included the potential to promote better IT services to the community by improving PS 

rates on projects. Understanding the relationship between PMG, PMY, PMA, and PS in 
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the IT industry can enable organizations to select the right project manager to 

successfully complete community critical IT projects. The implications for social change 

include the potential to maintain or increase employment for project managers in the IT 

industry. Another implication is to promote better IT services to the community by 

improving PS rates on projects. 

Despite the findings, understanding that there is no relationship between PMG, 

PMY, PMA, and PS in the IT industry may enable project sponsors to select the right 

project manager to complete community critical IT projects by focusing on other project 

manager’s characteristics that predict PS. Other implications include spreading a sense of 

equality among project management job seekers as the selection process will not include 

project manager’s characteristics that do not predict PS; hence, the rejected project 

managers will understand that they were not rejected because of their PMG, PMY, and 

PMA values as these variables do not contribute to PS. Employing the right project 

manager reduces the risks of failure of projects that can benefit local communities 

because project managers are the key to the success or failure of projects. 

A Review of the Professional and Academic Literature 

A literature review is a thorough background of researchers’ thoughts, 

correlations, and contradictions (Dumay et al., 2016). In the literature review, I included a 

background of the study about earlier researchers’ thoughts, correlations, contradictions, 

and existing gaps. The aim of this review was to exemplify views among different 

scholars on the relationship between PMG, PMY, PMA, and PS. Many scholars sought to 

develop an understanding of the relationship between these variables. I conducted an 
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evaluation of the relationships between the variables to understand if a relationship 

existed between PMG, PMY, PMA, and PS to help leaders in organizations hire the right 

project manager to increase the rate of PS. 

Literature Research Process 

The purpose of this quantitative correlational study was to examine the 

relationship between PMG, PMY, PMA, and PS in the IT industry. The study was carried 

out for leaders in organizations to understand if PS is predicted by PMG, PMY, PMA in 

IT projects. The research was based on the analysis of the relationship between the 

variables to assist project sponsors in selecting a suitable project manager. The research 

question and hypotheses were: 

What is the relationship, if any, between PMG, PMY, PMA, and PS in the IT 

industry? 

H0: There is no relationship between PMG, PMY, PMA, and PS in the IT 

industry. 

H1: There is a relationship between PMG, PMY, PMA, and PS in the IT industry. 

The professional and academic literature covered throughout this literature review 

came from peer-reviewed journals and articles, textbooks, published doctoral 

dissertations, webpages, online research material related to IT organizations, various 

university libraries, and databases. Databases included EBSCOhost, ProQuest, 

ABI/Inform, Business Source Complete, and Google Scholar. The dates of the peer-

reviewed sources and other scholarly publications included in this literature review range 

from 2000 to 2020. The relevance of such sources was critical to developing the ideal 
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review. In the literature review, I included many related studies that varied in the date of 

publication. I filtered results by publication dates between 2016 and 2020. 

This study is related to project managers and PS. I researched various sources on 

PMG, PMY, PMA, and PS. I relied mostly on EBSCOhost, ProQuest, ABI/Inform, 

Business Source Complete, Google Scholar, and searched keywords online. I conducted a 

thorough search for references from similar topics written by authentic scholars. Two 

hundred and twenty-eight peer-reviewed references were used in the literature review 

section. In this study, I used a total of 338 references, of which 90% were peer-reviewed 

references, and 85% published in 2016-2020. 

The next section includes a discussion of supporting and contrasting theories. The 

literature review includes a discussion of Slevin and Pinto’s (1986) theory of CSFs as a 

theoretical framework for this study. I also include agent success theory (AST) as a 

management theory to explain relationships between management and PS. The 

subsequent sections of the literature review are related to the dependent and independent 

variables PMG, PMY, and PMA, and the project managers’ critical success 

characteristics, including competence, performance, skills, and leadership style. In the 

last part of the literature review, I include PS, which was the dependent variable. The 

topics included were to understand trends and theories related to PMG, PMY, PMA, and 

PS. The last topic I cover in the literature review is the dependent variable PS. 

Theoretical Framework 

The theoretical basis of this research was Slevin and Pinto’s (1986) CSFs theory. 

Research on this theory began when the authors focused on examining the relationship 
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between project managers and PS, introducing a process to determine CSFs to predict the 

chance of success on projects, where experienced managers generated CSFs that they 

found critical to successful project execution. Because CSFs are the criteria that define 

success (Zwikael & Smyrk, 2019), they are necessary to enable a positive outcome for 

organizations to achieve success (Rockart, 1978). CSFs are areas in which an 

organization needs to perform to achieve success or requirements for project managers to 

use as critical key indicators to reach PS (Todorović et al., 2015). The environment and 

business characteristics, such as core business strategy, have also been related to CSFs 

(Rockart & Bullen, 1981). These factors either present a threat or support the 

achievement of success. Environmental factors can also hinder company performance, 

demographics, government policies, and economic conditions (Li et al., 2018). 

Many leaders in organizations used CSFs to facilitate useful and timely decision-

making (Baporikar, 2013). Project managers use CSFS as a determinant and planning 

tool for evaluating the direction of the project and predict the chances of attaining success 

on projects (Baporikar, 2013). Project managers play a significant role in developing the 

CSFs of a project since these factors also influence the strategies necessary to spearhead 

the project to success (Zilberstein & Messer, 2010). Newly appointed project managers 

seek to understand how to achieve PS by investing in CSFs to meet the demands set for 

them and ensure the attainment of project objectives (Zilberstein & Messer, 2010). 

Managers work toward achieving success on projects, and by meeting project objectives 

to lead others toward success (Millhollan & Kaarst-Brown, 2016). Managers contribute 

toward the success of various endeavors by addressing project uncertainty and 
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complexity by clarifying the past, present, and future project complexity (Bakhshi et al., 

2016). 

The urge to determine better project management methods has increased over 

time and opened the way for scholars to research and improve the quality of project 

management practices (Meng & Boyd, 2017), which CSFs address. Projects are essential 

to business growth, and project failure has an impact on competitiveness, quality of 

services, public health, happiness, and the fortunes of individuals (Hjelmbrekke et al., 

2015). The causes of success and failure on projects have been the theme of many types 

of research (Shenhar et al., 2002). Reasons for project failure include (a) problems with 

the project manager, (b) issues with processes, and (c) risk and issues on projects (Sweis, 

2015). Project failure occurs because of poorly developed leadership in organizations’ 

teams (Zaman et al., 2019). Other reasons for project failure include project managers’ 

lack of understanding of how to deal with complex issues (Rezvani et al., 2016). CSFs 

such as PMA and PMG could also have a positive or negative impact on PS (Amin & 

Kamal, 2016). Thus, organizational team leaders play a crucial role in project 

management by facilitating creativity and promoting innovation outputs (Seeber, 2019). 

In addition to organizations, researchers have used CSF theory to examine PS. 

CSF theory was used by Tran et al. (2020) to review organizational theories and CSFs. 

The scholars developed the CSFs through the theoretical lenses of five organizational 

theories being stakeholder theory, resource-based view theory, relational-view theory, 

innovation diffusion theory, and contingency theory. The findings showed that CSFs 

were stakeholders’ focus, intra-firm management, inter-firm collaboration, new 
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technology acceptance, and strategic fit as the CSFs by (Tran et al., 2020). Ayat et al. 

(2020) also used CSF theory to investigate PS in the IT industry. The scholar’s methods 

of frequency and content analysis were used to identify, categorize, and arrange CSF of 

IT projects based on their importance, interrelation, and cultural regions. In the years 

2015 to 2020, the scholars revealed that there was an increase in research related to PS in 

IT projects. The scholars also revealed 25 CSFs to increase the success rate of IT projects 

being user participation, stakeholder relationship, project manager emotional intelligence, 

communication skills, and leadership skills, and top management support in the project 

emerged as the most important factors for information communication technology 

projects. Further, Gunduz and Almuajebh (2020) identified 40 CSFs and distributed a 

survey to understand how CSF can predict PS. The scholars used the research to support, 

evaluate, and measure the success of projects for better allocation of resources across the 

construction industry. 

Numerous CSF variables can be used by leaders in organizations to determine the 

rate of PS, but I selected the CSF with the view of PMG, PMY, and PMA being the 

criterion variable to achieve PS. CSFs theory was the best framework to use in this study 

to analyze PMG, PMY, PMA because these variables were not known if they impacted 

PS. Applying the CSFs on PMG, PMY, PMA as variables to achieve PS on IT projects 

can enable many leaders in organizations to hire the right project manager. 

The Agency Success Theory 

Although the CSFs theory presents an ideal framework for understanding the 

project, researchers also developed the AST to exemplify the importance of success in 
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different contexts (Arthurs & Busenitz, 2003). Project managers use AST to determine 

the chances of success in a project based on the level of interaction between the project 

manager and the team involved in implementing a specific project (Mahaney & Lederer, 

2011). A high level of communication between the project management team and the 

personnel involved in implementing various project activities results in a significant 

increase in the chances that the project would succeed (Mahaney & Lederer, 2011). It is 

important for management to ensure that project objectives are clear, which improves the 

overall quality of project outcomes (Oluikpe, 2015). 

AST theory is an effective theory to apply in determining PS (Muller et al., 2016). 

However, many challenges exist in applying AST. For instance, a manager could 

participate in a project but lack the necessary expertise to identify what to look for in 

ensuring the achievement of project goals. In relation to the current study, I realized that 

it was not related to the independent variables PMG, PMY, and PMA. Ultimately, AST 

was not suitable as a framework, and for this study. CSFs were more effective in 

analyzing different variables of interest than AST. 

I chose CSFs theory as the theoretical framework because I treated the 

independent variables PMA, PMY, and PMG as CSFs to PS. Research has indicated that 

these variables play a significant role in PS (Müller & Turner, 2007; Rezvani et al., 2016; 

Sommerville et al., 2010). According to Sava(2016), a relation may exist between PMG, 

PMA, and PMY. Hence, applying the CSFs theory as a theoretical framework presented a 

better opportunity for PS than the AST. 
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Project Managers’ Gender 

Gender characteristics and how these characteristics interact in achieving PS and 

the project outcome results between men and women is an ongoing discussion (Hyde et 

al., 2019). Research has suggested that males and females think, act, and learn differently 

and are biologically diverse (Hyde et al., 2019). Studies with varying methodologies have 

shown that women could achieve the same results as men despite the behavioral and 

psychological variables (Witteman et al., 2019). But due to selection criteria and 

processes across many organizations, women are less likely to be hired than men in the 

workplace (Wang & Calvano, 2015). Male project managers have often appeared to 

achieve PS, but male dominance has been the case for many years in project management 

despite the similar performance of both genders (Brescoll, 2016; Pinto et al., 2017; 

Perryman et al., 2016; Rodríguez et al., 2017; Stamarski & Son Hing, 2015). Other 

research suggested that females who became pregnant were most likely to take maternity 

leave and leave the project (Hekman et al., 2017). Most females are not taking roles of 

project managers, painting the disparities existing within the social structures on female 

stereotypes across many industries (Klopotan et al., 2016). 

Research has also indicated different strengths exist between genders relating to 

PS. Project managers with specific characteristics are considered effective leaders 

(Garcés, 2020). For example, Anwar et al. (2017) found that female project managers 

stood out to be socially sensitive and were good listeners. In contrast, male project 

managers make strong first impressions and express views with confidence and present 

how capable they deliver tasks across projects (Amin & Kamal, 2016). Male project 
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managers are less socially sensitive and focused more on being rational and practical 

(Chambliss & Schutt, 2018). Male leaders are more intellectually engaging than female 

leaders that are more socially involved (Sidani & Rowe, 2018). 

Regardless of each gender's strength and its ability to ensure success, diversity 

can increase organizational success and enhance performance (Cook & Glass, 2015). 

Though scholars have argued that diversity increases conflict, reduces cooperation, and 

harms performance (Godwyn & Stoddard, 2017), females continue to be a minority in 

project management with their voices unheard. However, perceptions of injustice have 

partially mediated the relationship between observed incivility toward women and job 

satisfaction, turnover intentions, and organizational trust, with men feeling strongly about 

the uncivil treatment of women at work and the indirect effects on well-being (Miner & 

Cortina, 2016). 

Further, a significant disparity between genders exists in leadership positions 

(Battaglia et al., 2020). The Bureau of Labor Statistics showed that salaries in the 

aggregate earned by female professionals are lower than those of their male counterparts, 

which results in female dissatisfaction on projects due to the wage difference (Schaller, 

2016). Thus, there have been fewer projects managed by females, and the demand for 

equal treatment of females increased (Dreger & Ash, 1990). The labor force on projects 

has also shown a gap between genders since females were working more as secretaries 

and administrators, whereas males dominated management roles and projects with 

increased paid jobs (Squires et al., 2015). The U.S. Department of Education increased 

the demand for females to obtain higher education to increase female workers (Grundy, 
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2017), which allowed women to enter the workforce and take project management roles 

(Nelson, 2015). However, this created numerous problems to evaluate the number of 

successes both genders have achieved (Nelson, 2015). But females are still less likely 

than males to be elected to leadership positions (Alan et al., 2020). 

Project Managers’ Experience 

The extent of a project manager’s experience is instrumental in influencing PS 

(Meredith et al., 2017). Project managers’ experience influences their skills, performance, 

ability to achieve results, and overall PS (Paton & Hodgson, 2016). Most experienced 

project managers in the IT industry are high achievers because project managers with 

many years of experience are capable of decisively directing and delegating activities to 

the project team (Kerzner, 2017), and they spend less time focusing on activities 

(Ramazani & Jergeas, 2015). Project managers with little or no experience gain success 

over time in management positions by participating jointly in projects, which allows them 

to share negative and positive outcomes of the project (Ramazani & Jergeas, 2015). Thus, 

project managers with good experience need to assist younger managers in improving 

their quality of performance to excel within the organization (Santos, 2016). 

Project managers use different subsets of their skills to influence outcomes in 

projects (Gomes et al., 2012). For example, time management comes from experience, 

and when project managers have a high level of expertise in time management, they can 

plan, schedule, and resolve issues that arise on projects (Brière et al., 2015; Maslach & 

Leiter, 2016; Svejvig & Andersen, 2015). A project manager with good time 

management can also effectively communicate with team members (Maslach & Leiter, 
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2016). PMY also leads to PS because the more experience PMs have, the better they are 

capable of meeting deadlines because they are better at forecasting, estimating the 

deliverables, and meeting project budgets (De Carvalho et al., 2015). 

The primary focus for leaders in organizations should be focusing on the project 

manager’s experience during the hiring process and before onboarding (Ahmed & 

Anantatmula, 2017). Many project sponsors in organizations claim that project managers 

are leaders with potential, but the hiring process across companies preselect project 

managers based on how well they answer questions and communicate (Sankaran et al., 

2019). Although project sponsors in organizations may declare the need to hire suitable 

project managers, they often experience challenges determining the necessary level of 

suitability (Dwivedi et al., 2015). To address the experience and skills shortage, some 

project managers join the profession after obtaining diverse levels of experience on 

different management levels (Furnell et al., 2017). There is an increased need to 

understand how PMY, talent, and skills impact PS. 

According to Saengchai et al. (2020), project managers with certain 

characteristics play a significant role in achieving PS. The scholars mentioned that 

competency and characteristics are related. A successful project that depends upon both 

the project manager and the project team members ensures the growth, development, and 

prosperity of organizations. Characteristics include technical knowledge and skills, 

communication skills, problem-solving abilities, teamwork skills, and commitment 

regarding their job (Saengchai et al., 2020). The scholars also suggested that PS depends 
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on the competency of the project manager, so it is crucial to select a project manager with 

the right qualities, abilities, skills, and knowledge. 

According to Luţaş et al. (2020), project managers are key players for PS. PMY is 

a factor that influences the competencies of a manager. The scholars also suggested that 

experienced project managers use technical aspects of project management, including 

critical path analysis, work breakdown structures, resource allocation, and risk 

management in the IT industry. The scholars identified the profile of an ideal project 

manager by presenting an overview of studies regarding a good project manager’s 

profile. Each project required specific skills, competencies, and certain PMY, and a 

successful project manager is a motivator, a coordinator, and a leader that must be able to 

guide a diverse team toward integrated results (Luţaş et al., 2020). The scholars also 

concluded that PMY and specialized knowledge might not always be enough for PS. 

Project Managers’ Age 

In this section, the analysis of pertinent literature associated with project 

managers’ age part of the literature review since the primary focus was on selecting the 

most relevant literature to support this study. PMA is an independent variable in this 

research. PMA does affect PS (Rezvani et al., 2016). In this study, I assessed whether 

project managers’ age predicts PS in organizations. 

In many countries, the population is aging, which means project managers are 

aging across the IT industry (Keehan et al., 2017). Aged project managers have increased 

representation in the entire community of project managers, and this trend of increase 

will continue to grow (Irmen, 2017). This trend exists in both undeveloped countries and 
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developing ones (Hoxha & McMahan, 2019). According to Hoxha and McMahan (2019), 

the United Nations (UN) has listed population aging as one of the leading demographic 

trends of the 21st century and added that an unprecedented 900 million citizens are aged 

over 60, which constitute 13% of the global population. In the absence of any official 

information on PMA, the statistic figure available on the PMI webpage indicates a total 

of 5.5 million active project managers working in IT in the United States (PMI, 2018). 

The population aged over 60 is the fastest-growing segment, and by 2050, around 

25% of the world population will be over 60 years old (Choi et al., 2017). Kulik et al. 

(2014) mentioned the need to redefine how we refer to age as an interchangeable attribute 

because we have an older and more diverse workforce. Many recruiters in organizations 

fail to express or take note of the project managers’ age during the recruitment process 

(Seboni & Tutesigensi, 2015). Many recruitment organizations fail to take note of PMA 

and omit to mention age in their policies because of a potential breach of employment 

statutes and the risk of legal challenges (Seboni & Tutesigensi, 2015). Based on a PMA, 

the level of organizing, planning, controlling, implementing, and executing projects could 

vary (Bezak & Nahod, 2011). 

Amin and Kamal (2016) researched leadership qualities on project team 

performance. Amin and Kamal distributed a total of 450 questionnaires, and 379 project 

managers were selected. The findings showed that PMA positively influences the quality 

performance as age increases. These findings also showed that the industry has a 

significant generational gap. The researchers showed that younger project managers were 
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more likely to have an influential background theory and lacked the expertise compared 

to the old generation of project managers. 

Hoxha and McMahan (2019) evaluated the effect of the PMA on PS. The study 

showed that older project managers, compared to younger ones, focus on project control. 

The researchers concluded that PMA does not have a critical negative impact on PS. The 

study also showed that project managers aged over 50 years are likely to have taken 

project management positions after switching from a different career. Some of the 

research findings showed that young project managers are more likely to choose the 

project management field as their primary career. Older aged project managers are 

presumed wiser and high-risk takers compared to the younger generation and tolerated 

mistakes from younger project managers (Srinivasan, 2012). Younger project managers 

tend to be more innovative and rely on tools, software, and shortcuts to complete the job 

(Hoxha & McMahan, 2019). The absence of support for the younger managers that start 

their career as a project manager is a significant issue in contemporary society (Paton & 

Hodgson, 2016). According to Cattell et al. (2016), there is a 30% chance for younger 

project managers to change careers in the first 10 years. The increased number of active 

project managers at older ages represents a new challenge for managing a workforce that 

is more diverse in terms of age (Lain & Loretto, 2016). Due to the lack of benefits, 

recruitment organizations offer younger project managers an opportunity to change or 

transfer within departments causing a big gap of specific project experience (Hoxha & 

McMahan, 2019). 
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Many organizations have a high turnover of project managers, and a solution to 

this is to support the young generation and encourage them to be proactive and focus on 

education, training, and mentorship (Ekrot et al., 2016). Project managers from older 

generations were usually kept on specific projects until the project was complete, which 

means not much time was invested in mentoring the younger generation of project 

managers (Paton & Hodgson, 2016). Organizations should encourage project managers 

that are mature in age and experience to commit to a knowledge transfer because many 

senior project managers end up retiring without sharing their industry-wide expertise and 

fail to mentor others (Haughton et al., 2015). Organizations should develop formal 

mentorship structures for project managers to interlink the past and future generations to 

have better control of the generational transition. According to Chipulu et al. (2015), 

project managers aged above 50 years have been working longer than before due to 

improved health systems. 

Retirement is also being affected in many countries, and in the United States, the 

retirement age has increased, which influences project managers working in the IT 

industry (Lain & Loretto, 2016). The trend shows that older working project managers 

are staying longer before they retire, creating a new challenge in workforce diversity 

(Rappaport & Richter, 2013). Discrimination is known to be affecting many 

organizations, and discrimination of age is the most common form of judgment across 

many sectors (Zaniboni, 2015). Age may influence the project managers’ performance 

since the focus on younger project managers’ technical aptitude and ability may have a 

significant impact on supporting older project managers (Dulaimi & Langford, 1999). 
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According to Meredith et al. (2017), project managers that are old prove to have a tough 

time in changing a decision or strategy on projects, which could serve as a strength or a 

limitation to the project team. 

According to Hoxha and McMahan (2019), younger managers, compared to the 

older project managers, pay more attention to project control and extra-organizational 

objectives. Hoxha and McMahan showed that the PMA is of great importance and factor 

of consideration, especially during the project lifecycle. The study findings revealed that 

project managers need to be involved in the whole project lifecycle to carry on the 

objectives from the project initiation stage to the implementation phase and finally to 

witness project delivery and monitoring of operations. One author was against the idea of 

linking PMA to PS and argued that age does not hurt projects (Aga et al., 2016). 

Project Managers’ Critical Success Characteristics 

Some characteristics of project managers can have a positive effect on PS. Being 

ultimately responsible for project results, the project manager may affect project 

performance through their characteristics (De Moura et al., 2017). According to Creasy 

and Anantatmula (2013), a relationship exists between project performance and project 

managers' characteristics. Project managers are professionals directly responsible for 

producing results and achieving PS (PMI, 2012). Characteristics of project managers 

include the project manager's competencies, the project manager's performance, the 

project manager's skills, and the project manager's leadership style. 
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Project Managers' Competencies 

Project manager's competencies are related to PMY, and the more experienced a 

project manager is, the more likely PS would occur (Ahmed & Anantatmula, 2017). 

According to Chen (2016), a competent PM has a clear set of expectations. The author 

revealed that competency is the specification of knowledge, skill, expertise, and the 

application of that knowledge is the standard of performance expected (Storey et al., 

2016). Competency is motive, trait, self-concept, social roles, and wisdom (Chen, 2016). 

According to Ahmed and Anantatmula (2017), project managers competent in a specific 

field improve project performance and achieve PS in their relevant field. Competent 

project managers strive to deliver projects within the stakeholder's deadline and budget 

(Radujković & Sjekavica, 2017). 

Ahmed and Anantatmula (2017) conducted research developing and testing 

models relating to leadership and competence. The authors investigated the influence of a 

project manager's leadership competency on project performance; the survey attracted 

289 project managers. Findings from this study demonstrated that a project manager's 

competencies are related to project performance and PS. The study also showed that 

competencies, skills, and years of experience are linked. The researchers found that 

competent project managers are individuals who perform and deliver positive outcomes. 

Effective leadership is dependent on how leader competencies are affected by the leader's 

attributes, experiences, and environment (Storey et al., 2016). Project managers with little 

experience tend to struggle in delivering projects, while others with immense experience 

tend to complete projects with ease and obtain desirable outcomes (Blixt & Kirytopoulos, 
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2017). In the study, competent project managers were described as top performers and 

can work in diverse situations and make things happen. 

Bredillet et al. (2015) explored how and what makes a project manager 

competent. The authors found that project managers with competency could provide 

direction to the team and Excel in performing on projects. According to their findings, 

project managers that proved to be competent offered a vigorous framework for career 

growth, established professional opportunities, and achieved PS within organizations. 

Rodríguez et al. (2017) investigated whether gender influences the perception of project 

managers' personality characteristics. The findings showed females have a different 

perspective on the attributes required for competency than males. Project managers' 

competencies depend on the level of skills, communication, decision-making skills, and 

technical skills (Rodríguez et al., 2017). Rodriguez also explained that females have 

better interpersonal communication than males, and females are more competent than 

males in dealing with teams. Females have a higher competency level in managerial skills 

than males, which leads to PS (Rodríguez et al., 2017). 

Project Managers' Performance 

Matthias et al. (2017) researched specific patterns for selecting PS criteria across 

various fields of applications. The authors attempted to evaluate time, cost, and 

performance and explored how performance influences PS. The Barnes triangle was the 

commonly used criteria for identifying success rate on projects, and these findings 

showed that Barnes' ideas are an essential part of satisfaction on projects (Williams, 

2016). Williams (2016) identified key factors influencing PS and claimed that a 
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relationship exists between PMA, PMY, and PS, and project performance increases with 

years of experience.  

Sunindijo (2015) researched project managers' performance and responsibilities. 

The study included a survey of 107 project managers using a questionnaire survey 

method. The study showed that project managers have multifaceted responsibilities that 

significantly affect PS. The author identified that project managers have 16 skill 

components, and the four core skills were conceptual, human, political, and technical 

skills. The research reveals how performance and project management skills can 

influence time, cost, and quality performance in projects. Aside from proper 

documentation and excellent contract administration skills, project managers' quality 

performance is dependent on their vision, emotional intelligence, interpersonal skills, 

transformational leadership, interpersonal influence, apparent sincerity, and quality 

management (Mencl et al., 2016). The research showed that project sponsors should 

appoint project managers with the right skill profile and understand that project 

managers' performance and skills play a significant role in PS. 

Project managers in different industries perform and work towards clear goals, 

and their performance is a core factor that significantly contributes to PS (Santos-Vijande 

et al., 2016). According to Menges et al. (2017), when project managers have a high level 

of motivation, they tend to motivate the team to deliver positive outcomes on projects 

since performance and motivation are linked. High performance requires a project 

manager to have a high degree of concentration, and this trait often comes from having 

achieved enough experience (Frieder et al., 2018). Project managers with more 
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experience perform well and can assist organizations in meeting project expectations 

compared to project managers with fewer years of experience involved in similar projects 

in the past (Santos-Vijande et al., 2016). PMY is related to project performance, which 

eventually positively impacts PS (Bond, 2015). PMG and PMA have emerged as 

variables that influence the measures of performance (Bausch et al., 2014). According to 

Garcés (2020), project managers with the ability to manage uncertainty factors improve 

project performance and control cost variations, time variations, and quality. Many 

organizations place significant weight on leaders' performance to further develop their 

skills in dealing with an uncertain situation. 

Project Managers' Skills 

Project managers need to have specific skills to be successful because every 

project manager is responsible for delivering outcomes (Ramazani & Jergeas, 2015). 

Englund and Bucero (2019) conducted a study on the skills of project managers. The 

authors provided insights, experiences, and examples to motivate action towards 

embracing an integrated approach to projects. The study showed that in every project, 

project managers use their skills and knowledge to deliver successful project outcomes, 

making the set of skills a critical possession in any project. The fundamental project 

management skills include project planning, scheduling tasks, implementing the project 

program, mapping out a timeline, executing the project plan, managing budget, 

communicating, engaging stakeholders, negotiating, and managing risks (Akanni et al., 

2015). 
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Project managers have multifaceted responsibilities that significantly affect PS, 

and one of the essential skills of project managers is the ability to communicate with the 

team (Sunindijo, 2015). According to Sunindijo (2015), communication is the crux of any 

relationship. Effective communication is crucial to organizations and brings the team 

together by increasing team dynamics (Liao, 2017). Lack of communication between the 

main project participants causes projects to fail (Sunindijo, 2015). Project managers need 

to communicate any issues related to program schedule, workforce, risk management, 

and cost (Kerzner, 2017). Effective communication accommodates stakeholders' 

expectations, which is mandatory and highly recommended to avoid any hurdles down 

the track (Kerzner, 2017). Project managers with interpersonal skills are excellent 

communicators who can effectively facilitate and coordinate work among the team, 

increasing the rate of success on projects (Binder, 2016). 

Communication is a skill embedded in leaders during the early stages of 

development (Liao, 2017). An excellent communicator usually has characteristics 

relating to confidence, logical thinking, and charisma (Thoroughgood & Sawyer, 2018). 

project managers' responsibilities and skills can increase with training, experience, or a 

combination of both (Sunindijo, 2015). Project managers that understand the relationship 

between roles, responsibilities, and benefits to stakeholders deliver successful outcomes 

by integrating the core elements of the project system (Todorović et al., 2015). Mencl et 

al. (2016) described project managers with technical skills as proficiently equipped with 

the knowledge necessary in responding to technical related aspects of a project. Project 

managers with social skills are good at working with others since they can develop a 
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sense of trust in their relationship (Jiang et al., 2016). Project managers' effectiveness 

depends on conceptual, human, negotiating skills, and to a lesser extent, technical skills 

(Millhollan & Kaarst-Brown, 2016). A crucial skill that indicated the effectiveness of 

project managers included the ability to communicate both verbally and in writing; a 

valuable PM needs to be adequate if not exceptionally fit in verbal and written 

communication (Ziek & Anderson, 2015). 

According to Akanni et al. (2015), project planning and scheduling is a core 

project management skill that many project managers sometimes avoid implementing. 

AlNasseri and Aulin (2015) conducted a study on the development of planning and 

scheduling theories. The authors showed that project planning and scheduling is the art of 

planning activities in a sequence to understand how to execute the project. Project 

managers developing and working towards a realistic schedule can efficiently use their 

time and maximize effectiveness and reduce stress levels (AlNasseri & Aulin, 2015). 

Project managers have traditionally measured PS by time, cost, and quality, and the 

approach to assessing PS has evolved over the past three decades (Davis, 2014). 

Scheduling is a time predictive capability, and project managers use schedules to insight 

into what is realistically possible to achieve over a specific period (Yassine et al., 2017). 

Carvalho and Rabechini Junior (2015) carried out a study on relationships 

between risk management skills and PS. The authors outlined project complexity and 

approaches that project managers implement to contain risks. The study involved 263 

projects distributed among eight industries. The authors discovered that risk management 

skill is quite a significant trait, and project managers are usually the target to blame when 
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projects do not meet the plan. Risk management is one way of identifying complex issues 

and seeking ways of mitigating adverse effects (Sadgrove, 2016). Sadgrove (2016) noted 

that project managers should have risk management skills to foresee and prevent risks 

before becoming an issue. 

According to Carvalho and Rabechini Junior (2015), risks can have severe 

consequences for organizations, and project managers should consider remediations to 

address the risks. Project managers should control risks and actively seek to mitigate 

them. A project manager with extensive experience is more capable of managing risk 

than a project manager with a few years of experience (Banihashemi et al., 2017). Risk 

identification and risk planning involve assigning a probability, a cost, an owner, and 

mitigating strategies suitable for the risk (Davis, 2017). Project management should 

incorporate action plans into the risk register to track and monitor the potential hazard. 

Risk management skills come from identifying risks well before they manifest (Jin et al., 

2017). Project managers adopting effective mitigation plans help in nullifying the risks 

(Qazi et al., 2018). 

According to Bakhshi et al. (2016), negotiating skills are another skill that project 

managers should possess. Negotiation involves finding an acceptable solution to a shared 

problem (Bakhshi et al., 2016). When issues occur within the team, project managers 

known to be successful negotiators can control the process and satisfy conditions to 

establish a desirable outcome (Monghasemi et al., 2017). Negotiation skills are about 

winning or creating positive results, and project managers require to have the capacity to 
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work through complex scenarios and dealing with conflicting situations (De Rezende & 

Blackwell, 2019). 

Project management skills differed between males and females, and PMG was a 

significant factor (Kidwell et al., 2013). Young project managers had lower skills than 

older project managers. According to Ojiako et al. (2014), PS is related to project 

management skills and not significantly related to PMG. Project management skills and 

PMY were subsequently comparable, and the more experience a project manager 

acquired, the more skills they possessed (Ojiako et al., 2014). 

Project Managers' Leadership Style 

Leadership in project management is providing direction, implementing plans, 

and motivating the project team (Gatzert & Kosub, 2016). Stamevski and Stamevska 

(2017) conducted a study on leadership and found that leadership is more about attending 

to others' needs in the organization. The research showed that project managers with 

effective leadership styles could adapt to complex situations and the team's requirements 

in the project. Shaw (2016) suggested project managers have different challenges in 

reaching project management success versus PS. Researchers described the best 

leadership styles are the ones that can facilitate and understand the behaviors of the 

project delivery team and increase the ability to predict their actions towards the project's 

success (Maqbool et al., 2017). 

According to Campuzano (2019), PMY influences leadership skills, and project 

managers with a high level of experience have good leadership skills. According to 

Buengeler et al. (2016), PMA influences leadership effectiveness. Younger aged project 
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managers are less likely to get hired for jobs when competing with project managers that 

are older (Oshagbemi, 2008). Leadership skills are different for PMG. Males dominate 

leadership roles despite the increase in female leaders (Campuzano, 2019). 

Project managers develop the vision and then continuously communicate that 

vision to the project delivery team while working with them to achieve the project's goals 

and objectives (Syahputra, 2014). According to Ahmed and Anantatmula (2017), a 

competent project manager should have the skills to lead a team and implement tactics 

that increase the rate of success on projects, programs, or portfolios. Choosing a skilled 

project manager is one of the critical factors for PS (Sadeghi et al., 2014). The urge for 

determining better ways of leadership approach and management motivation has 

increased over time and opened the way for scholars to research and improve the quality 

of project management (Meng & Boyd, 2017). Many authors specialized in scientific 

management principles (Taneja et al., 2011). 

According to Sadeghi et al. (2014), organizations should hire competent leaders 

by using a competency model for selecting project managers. Successful project 

managers need to formulate and implement appropriate project management 

methodologies, leverage advancement in technologies, and use team collaboration tools 

and techniques (González et al., 2016). According to Thaler and Levin-Keitel (2016), 

project management leadership is essential in uplifting and motivating the capabilities of 

the project team, which also leads to successfully managing risks, issues, opportunities, 

and stakeholder engagement. Tabassi et al. (2016) carried out a study that included a 

sample population of 70 project managers to examine leadership. The results showed that 
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the transformational leadership qualities of project managers are reflective of the 

necessary constructs that directly affect the success criteria of a project's team. 

Intellectually competent project managers play the most significant role in bringing 

success to a project and devise proper principles of implementation and techniques that 

are effective in driving PS (Nicholas & Steyn, 2017). 

Pretorius et al. (2018) researched the different types of project management 

leadership styles and noted that each leadership approach poses different strengths, 

weaknesses, and criticisms. The authors showed that project managers' leadership style 

varies across industries; each style has different intended outcomes. According to Muller 

and Turner (2017), effective leadership style and the project manager's competencies are 

considered prime success factors in the execution of projects. An effective project leader 

offers strategic plans and handles challenges and risks by implementing a meticulous 

approach that works best in solving the problem (Syahputra, 2014). Competent project 

managers can identify personalities and adopt a stable relationship that causes a person to 

respond effectively to project challenges and situations (Tlili et al., 2016). As project 

managers, effective leaders induce success, self-confidence, honesty, integrity, and 

tolerance to the project team (Zulch, 2016). 

Project management is a leadership role that requires individuals who have an 

inherent and relatively stable personality (Back et al., 2016). Ruben and Gigliotti (2016) 

researched factors of effective project management and found that leadership skills are 

fundamental requirements for a project manager to be constructive and productive in a 

project team. According to Wu and Shen (2016), leadership skills are attainable through 
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apprenticeship, education, and training. A project manager with practical leadership skills 

will have excellent team management skills, human and conceptual skills, and 

communication skills (De Araújo & Pedron, 2015). 

Communication is an essential leadership skill that is shaped by knowledge and 

motivation (Leonardi, 2017). Leadership and communication are complementary, and the 

need for effective communication increases when projects are more prominent and 

complex (Verghese, 2017). Project managers with conceptual skills ensure the teams 

work together towards achieving a common goal by underlying commitment and 

motivation (Liang et al., 2014). According to Ruben and Gigliotti (2016), five main 

components of effective leadership in IT project management exist. These five 

components include competencies, individual attributes, leadership outcomes, career 

experiences, and environmental influences. 

Muller and Turner (2017) conducted a study on behavioral, charisma, and 

emotional leadership traits in project management and competency profiles of project 

managers. The authors compared the democratic and autocratic styles of leadership. The 

study showed that leaders induce an emotional reaction from their team to commit to the 

successful delivery of the project. The researchers also outlined factors that make 

autocratic leadership stand out compared to other leadership styles. Autocratic leaders 

make decisions without taking advice and consulting the teams, which is appropriate 

when decisions are required immediately (Peker et al., 2018). 

Iqbal et al. (2015) investigated the effect of leadership styles practiced in an 

organization and their impact on employee performance. The purpose of the study was to 
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understand the impact of different leadership styles such as autocratic, democratic, and 

participative styles on employee performance. The researchers found that autocratic 

project managers were not always successful because of their irrational decisions based 

on their ideas and judgments. The authors also found that autocratic leaders are 

sometimes good at instructing staff members what to do. Autocratic leaders tend to create 

a negative image of leadership to most people because they tend to take control of 

decisions and have little input from group members (Harms et al., 2018). 

According to Muller and Jugdev (2012), project managers act as both managers 

and leaders. Muller and Turner (2017) explored the competence model of leadership and 

reviewed what has been written previously about the traits and behaviors of effective 

leaders. The authors suggested different leadership styles are appropriate in other 

circumstances. The authors found that successful project management depends on the 

project manager's leadership competency, which leads to PS. Leadership and 

management are terms often used interchangeably. The scholars suggested a significant 

difference exists between managing and leading. Project managers that are good leaders 

influence the organization by providing guidance and direction (Aga et al., 2016). 

According to Aga et al. (2016), project leaders generally use a transactional 

leadership style on simple projects. Complex projects are best managed by project 

managers that adopt a transformational leadership style (Kissi et al., 2013). 

Transformational leadership is necessary for complex projects because project managers 

need to create an idea and vision for change (Masa'deh et al., 2016). According to 

Kearney (2008), transformational leadership is influenced by PMA since older leaders 
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tend to be less transformational. Factors between PMA and leadership could diminish the 

negative role of age for transformational leadership (Kearney, 2008). 

In this study, I employed data collection techniques using a web-based 

questionnaire. I used the web-based questionnaire to assess whether a correlation exists 

between the variables. Moradi et al. (2020) conducted a study on project managers' 

competencies to achieve PS. The findings showed that self-evaluation of behavioral 

events is the most effective way of identifying project managers' competencies, and 

competency is a concept based on behavior. A project manager is the best evaluator of 

behavior related. The scholars also mentioned that group capabilities competency is 

significant, followed by trustworthiness and leveraging diversity, pointing to the project 

managers' ability to create additional job opportunities. Other high competencies included 

leadership, motivating others, and responsible for their performance. These factors and 

project managers' performance are essential in developing PS (Moradi et al., 2020). 

Project Success  

Chipulu et al. (2015) researched PS and outlined factors to reduce negative 

impacts on projects. Many projects fail because of many reasons. PS was the dependent 

variable in my research. Project managers fail to achieve PS because of poor 

management, incompetency, unclear scope or requirements, and lack of understanding 

among the team (Dwivedi et al., 2015). Ahmed and bin Mohamad (2016) claimed that 

few project managers were reporting PS without being transparent whether they delivered 

the project based on the planned objectives, cost, time, scope, and benefits. The rate of PS 

to project failure has become a significant concern to many organizations (Alami, 2016). 
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For example, IT project failure in India is between 50% and 70%, and 45% of IT projects 

run over budget and 7% over time (Pimchangthong & Boonjing, 2017). One of the main 

reasons why projects fail is hiring project managers who were neither competent nor 

suitable (Pimchangthong & Boonjing, 2017). Understanding the relationship between PS 

and project managers is a significant step in avoiding failure on projects (Singh & 

Jankovitz, 2018). Project managers may deem themselves successful, yet other leaders 

that worked on the same project may have a different view and consider the project was a 

failure (Lauren, 2018). 

PS can vary based on the type of project, and this concept can be vague to many 

project managers and the team, which are usually involved to ensure objectives and 

project goals are met (Nauman & Piracha, 2016). Consequently, one of the necessary 

measures for PS is to identify and leverage attention towards factors that contribute to the 

development of information systems (Kerzner, 2017). Success variables that influence PS 

and the quality of projects include design changes, lack of quality systems, contractor 

selection, ineffective use of IT, and inter-organizational interactions (Das & Ngacho, 

2017). Jahangirian et al. (2017) conducted a study on performance indicators used by 

project managers to achieve PS. The authors identified key indicators by assessing the 

impact it has on PS. In the study, the key performance indicators represented the level of 

PS from various perspectives. The findings highlighted some patterns about the 

significance of individual CSFs and key performance indicators used to identify problem 

areas in projects. The success factors presented by the project managers’ perception of 

the project and understanding the variables of CSFs were critical to PS (Al-Zoubi, 2018). 
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Success variables are relevant to the development of projects across many industries 

because they can be used by project managers to ensure success (Das & Ngacho, 2017). 

Communicating PS to stakeholders is challenging and not always endorsed 

(Anagnostopoulos et al., 2017). One of the primary determinants of the key success 

factors lies in the potential for competitors to emulate (Fritz et al., 2017). 

Alreemy et al. (2016) conducted a study to investigate and identify factors that 

encourage successful implementation of IT methods. The authors identified and 

examined PS in IT projects. The literature included project managers that implement IT 

governance standards and practices on projects. The study showed that the need for 

project managers to practice an appropriate IT governance was significant and an 

essential factor to PS. The authors showed how IT is associated with risk and value 

opportunities and advised that a system is required to minimize the associated risks to 

increase the success rate on projects. A major problem across many organizations is when 

a project manager lacks proper knowledge of project management (Ziek & Anderson, 

2015). Project managers with poor PS analysis and a lack of previous project experience 

can be damaging to organizations (Aga et al., 2016). 

Todorović et al. (2015) investigated PS analysis as a framework. The researchers 

linked the contribution of the PS analysis framework to the knowledge management of 

project managers. The authors gathered data from 103 project managers, and the results 

confirmed that PS analysis presented that the key performance indicators and the 

performance-measuring process resulted in a positive influence on projects. Todorović 

also explained the relationship between PS and the chances that the project achieves the 
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intended objectives. Project managers that can reduce project risk and understand PS 

have a higher chance of meeting performance expectations (Williams, 2016). 

Organizations should not only seek to implement projects based on a framework but also 

aim to hire a project manager that can encourage benchmarking across critical activities 

and achieve PS (Kerzner, 2018). 

Researchers at the PMI (2016) conducted a study on factors necessary to deliver 

projects successfully. The study report was compiled by carrying out a survey that probed 

project management practitioners and leaders who contributed globally to the value of 

project management. The study attracted feedback from 3,234 professionals globally 

from diverse industries. The report showed a positive change in the way organizations 

manage projects and programs. The report also showed that about 60% of projects were 

more likely to meet objectives and stay within budget. More projects were meeting the 

cost budget than in previous years, according to the report. The report displayed that 

organizations lost an average of $97 million for every $1 billion invested because of the 

project manager’s poor performance and incompetence. The report showed that project 

managers in the modern world were learning from their past and becoming smarter. The 

results also showed that project failure had declined on an average of 20% compared to 

the previous 5 years (PMI, 2016). 

According to Neumeier et al. (2018), projects related to IT are very complex and 

complicated. The PMI (2017) showed that the most significant IT organizations 

experienced a rate of over 40% of project failure, and approximately 66% of IT project 

managers experience challenges managing the budget and scope. The surveys indicated 
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that 22.3% of projects were successful due to the project having reliable project 

management methodologies. The core cause of success occurs when the communication 

and collaboration of the project manager and the team are consistent (Liphadzi et al., 

2015). Lock (2017) investigated the relationship between project managers in 

organizations and the delivery of high standard services and budget control. Dedicated 

project managers implement logical planning, which significantly contributes to PS 

(Mikhieieva & Waidmann, 2017). Successful project managers have excellent personal 

characteristics, project implementation technique skills, and communication skills 

(Valkenburg et al., 2016). Many project management methods exist using advanced 

techniques. The achievement of high-quality delivery relies on vigorous frameworks, 

proper scheduling of tasks, and project planning supplemented by rational and ethical 

decisions (Blaskovics, 2016). 

Chua and Comendador (2017) conducted a study involving 126 IT project leaders 

in Massachusetts. The leaders admitted that 55% of projects they worked on did not go 

right and were considered a failure. The researchers realized that competent project 

managers addressed project failure by improving various aspects of their trade, such as 

project management research, embracing innovation, and introducing new technology as 

solutions. According to Mithas and Rust (2016), project managers are also increasingly 

investing in the development of management information systems (MIS). The authors 

pointed out that MIS gears towards reducing the cost of delivering the project by using IT 

related strategies. 



41 

 

Ebner et al. (2019) conducted a study to introduce new strategic project 

management models and key factors that lead to PS. The researchers noted that a project 

manager’s commitment, satisfaction, and willingness to act were key factors that led to 

PS. The study showed that competent project managers were successful because of their 

positive drive and high levels of motivation. According to Zaman et al. (2019), project 

failure occurs because of poor leadership. Project leaders play a crucial role in the project 

by facilitating creativity and promoting innovation outputs (Seeber, 2019). The project 

manager’s lack of understanding of how to implement project processes, task scheduling, 

and the management of risks can diminish PS (Rezvani et al., 2016). Understanding the 

project’s CSFs and the relationship between the project team players spears the project in 

the right direction, which leads to PS (Seeber, 2019). 

Gunter (2020) researched the relationship between project managers’ 

competencies and PS. The findings showed a significant positive predictive relationship 

between both variables. Levý (2020) researched project managers’ leadership and PS. 

This study’s theoretical framework encompassed several theories to understanding the 

relationship between leadership, project managers, and PS. The findings of this research 

showed leadership in project managers had a weak relationship with PS. 

Rogo et al. (2020) conducted a quantitative survey on project managers with 3 

years of experience. The scholars wanted to understand the relationship between project 

managers’ leadership style and PS. The scholars conducted this research because 

projects’ productivity was very low, and the emergence of various management 

deviations led many projects to fail. The researchers found that project managers’ 



42 

 

transformational leadership can predict PS, and project managers with good skills 

contribute to achieving the project’s vision, mission, and goals. This research was related 

to the construction industry. PMY in the construction industry does predict PS in the 

construction industry. 

Menberu (2020) researched PS, and the purpose was to determine if project 

managers’ competencies lead to PS. Part of this research was to understand the impacts 

on PS. The scholar used both primary and secondary data to achieve the intended 

research objectives. Questionnaires and semi-structured interviews were also used and 

distributed to 57 participants. The findings showed that project managers’ competence 

predicts PS. Competencies include time management, financial management, cost 

management, quality management, integration management, scope management, 

procurement management, risk management, safety management, and environmental 

management. The scholar findings also showed that the top five CSFs for PS were project 

cost, project time, technical specifications and functional requirements, clients’ 

satisfaction, and stakeholders’ relationship, all related to project managers’ competence. 

According to Tóth (2020), PMY is related to project managers’ competencies. The less 

PMY, the more project managers prioritize technical skills, while those with higher PMY 

consider human aspects more important. The findings also showed that technical skills 

continue to be ranked highest by project managers with fewer years of experience. 

Transition  

Section 1 of this quantitative research included the background of the problem, 

problem statement, and purpose statement and encompassed the foundation or basis for 
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the idea that a possible relationship exists between PMG, PMY, PMA, and PS. Section 1 

included the literature review, which covered the theoretical framework, CSFs theory, 

AST, the independent variables PMG, PMY, PMA, and the project manager’s critical 

success characteristics. The project manager’s critical success characteristics included the 

project manager’s performance, the project manager’s skills, and the project manager’s 

leadership style. The last part of the literature review was about the dependent variable 

PS. 

Section 2 consists of the project and associated elements of this study, which 

begins with a purpose statement and includes the role of the researcher, participants, 

quantitative research method and design, populations and sampling, ethical research, 

Instrumentation, data collection techniques, data analysis, and study validity. Section 3 

includes the purpose of the study, followed by a presentation of findings, including 

applications to professional PM practice, implications for social change, and 

recommendations for future study. Section 3 will close with a strong concluding 

statement. 
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Section 2: The Project 

I chose this research for organizational leaders to realize whether a relationship 

exists between PMG, PMY, PMA, and PS. Section 2 includes a restatement of the 

purpose of the study, descriptions, and information about the role of the researcher, 

participants, research method and design, population and sampling, ethical research, 

instrumentation, data collection technique, and data collection. This section also includes 

a description of the data collection process, analysis, and study validity. 

Purpose Statement 

The purpose of this quantitative correlational study was to examine the 

relationship between PMG, PMY, PMA, and PS in the IT industry. The predictor 

variables were project PMG, PMY, and PMA. The criterion variable was PS. The target 

population consisted of project managers located in the United States from the IT 

industry. More efficient IT projects may increase the ability to provide quality, safe, and 

cost-effective benefits to organizations. Selecting a suitable project manager may enable 

organizations to deliver communication, technology, and data infrastructure for the 

community during a sudden urge or need. The implications for positive social change 

include the potential to successfully complete community critical IT projects through the 

selection of the right project manager, as predicted by PMG, PMY, and PMA. 

Role of the Researcher 

In a quantitative study, the researcher is the primary data collector and employs 

different data collection techniques and the validation and reliability of the survey 

(Ranney et al., 2015). As the researcher, my objective was to answer the research 
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question and determine whether a relationship existed between PMG, PMY, PMA, and 

PS. I chose the Project Implementation Profile instrument for data collection. Before I 

began data collection, my role was to understand the type of questions I wanted to pose 

on SurveyMonkey to the project managers. After data collection, I began identifying and 

analyzing data patterns. 

I chose this research topic because I have worked in the project management 

industry for over 13 years. I have been working in IT for 5 years. I also worked for major 

organizations where my responsibilities included reviewing objectives, business cases, 

planning, scheduling, cost, risk management, business improvements, and resource 

management. Throughout my career, I observed constant project failures because 

organizations hired unsuitable leaders to manage projects. Thus, I wanted to find out if a 

relationship existed between the characteristics of project managers and PS. 

I used available online survey software to collect data and analyzed the data by 

acting as the manager for the design analysis, communications, support, by reviewing 

ethical procedures used in the research. I used Statistical Package for the Social Sciences 

(SPSS) to determine statistical calculations and analyzed the data to determine whether a 

relationship existed between PMG, PMY, PMA, and PS. I also ran various tests to decide 

whether to accept or reject the null hypothesis. 

A researcher should understand the topic and purpose of the research (Berger, 

2015), refrain from reporting on arbitrary data, and place significant weight on the need 

(Creswell & Poth, 2016). I was a suitable researcher to conduct this research because I 

have extensive work experience and educational background related to IT. My role was 
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project managing a program of work for the government department of Australia. In 

addition to my degree in engineering, I completed my master’s degree in project 

management. 

The role of the researcher also includes acknowledging and eliminating personal 

bias in research (Wahyuni, 2012). Bias refers to challenges that weaken statistical validity 

in research studies, but eliminating bias is almost impossible (Yin et al., 2016). In 

research, outcomes can become invalid because of a researcher’s bias, not representing 

participant views (Roller, 2015). If a researcher becomes biased, he or she can influence 

and affect the study results (Holman et al., 2015). I limited bias and took precautions to 

minimize this issue. I reduced the consequence of bias because I did not want to 

jeopardize the accuracy of the study by restricting interactions with participants. I 

minimized my chances of bias by conducting quantitative research using a legitimate and 

well-respected survey. I also ensured questions were not related to my opinion, emotion, 

and belief for participants to answer the questions truthfully. I abided and adhered to the 

quantitative study protocols. I also reported and analyzed the data results from 

participants accurately, ethically, and without bias. 

Finally, The Belmont Report contains three main ethical principles, which include 

respect for persons, beneficence, and justice (National Commission for the Protection of 

Human Subjects and Biomedical and Behavioral Research, 1979). The objective of The 

Belmont Report is to protect human participants in research from maltreatment or abuse 

by the researcher (Friesen et al., 2017). I adhered to the protocols outlined in The 
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Belmont Report commenced data collection after Walden University Institutional Review 

Board (IRB) approved my study (approval no. 08-12-20-0395991). 

Participants 

Selecting appropriate participants has a strong effect on the research findings 

(Martínez-Mesa et al., 2016). Participants’ eligibility requirements for the research study 

included (a) project managers that were 18 years or older at the time of the survey, (b) 

project managers that have completed projects in the IT industry, and (c) project 

managers from the United States. Researchers use online tools like Survey Monkey to 

obtain data for the sake of research. Developing trust and establishing a relationship using 

an online survey can be challenging (McCormick et al., 2017). 

In quantitative research, establishing a working relationship with participants is 

unnecessary, unlike qualitative research (Lancaster, 2017). Therefore, I used 

SurveyMonkey Audience service to collect data, a paid service through SurveyMonkey 

that enables researchers to use additional features such as selecting participants based on 

demographics and selection criteria like age, gender, and location (SurveyMonkey, 

2018b). SurveyMonkey is an online survey distribution platform that offers users to 

purchase survey responses from a target group, with locations divided by census region 

(SurveyMonkey, 2015). SurveyMonkey possesses a database of over 45 million 

members, and the SurveyMonkey Audience offers a diverse population to academic 

researchers (SurveyMonkey, 2018a). The use of SurveyMonkey can result in high-quality 

data, rapid data collection, and high response rates (Varela et al., 2016). 
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I had no communication with the respondents, and their details were not 

accessible or visible to me. The selection and invitation process exclusively from 

SurveyMonkey randomly select participants who meet the inclusion criteria 

(SurveyMonkey, 2018b). I input the inclusion criteria in the SurveyMonkey software, and 

it sent an invitation to randomly selected participants from its database that matched my 

selection. SurveyMonkey’s system includes an algorithm that can assist in the selection 

of a representative sample (Chen, 2019). Many studies related to project managers have 

used SurveyMonkey as a service provider (see Schoenherr et al., 2015). 

In quantitative research, establishing a solid professional relationship with 

participants is not essential (Høyland et al., 2015). To establish a working relationship 

with participants, I included my details and the description of my research in the 

informed consent form. I also invited participants to contact me for any questions they 

had relating to the research or project management in general and to set the stage for a 

qualitative interview. Ensuring the protection of personal information is also a good 

motivation for building trust and professional relationships (Dikko, 2016). I sent the 

informed consent form to participants by SurveyMonkey Audience and included details 

about the actions I took to ensure the protection of data. I also mentioned that I would not 

ask for any personal information and protect the security of participants by ensuring they 

remain anonymous. 

Research Method and Design  

Quantitative research is a scientific approach that involves numeric values to form 

statistical analysis (McCusker & Gunaydin, 2015). Researchers use qualitative research 
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methods to employ personal phenomenal experiences and understandings (McCusker & 

Gunaydin, 2015). In quantitative research methods, researchers use data to test existing 

theories and specific hypotheses, and in qualitative studies, researchers use the data to 

generate new hypotheses (Von Bastian et al., 2016). 

Research Method 

The three research methods are quantitative, qualitative, and mixed methods 

(Edmonds & Kennedy, 2016). Researchers use the quantitative method to test hypotheses 

and examine outcomes that influence variables using surveys, questionnaires, and other 

experiments (Ghauri et al., 2020; Schönbrodt et al., 2017). Researchers use quantitative 

research to examine relationships, quantify opinions, attitudes, behaviors, and other 

defined variables to support or refute hypotheses about a specific phenomenon (Apuke, 

2017; Chambliss & Schutt, 2018; McCusker & Gunaydin, 2015; McKibben & Silvia, 

2016). The purpose of this study was to investigate the relationship between the 

independent variables, PMG, PMY, and PMA, and the dependent variable, PS. Thus, 

quantitative research was appropriate because the purpose was to determine a relationship 

between independent and dependent variables (Mertler & Reinhart, 2016). 

Researchers use the qualitative approach when the study consists of complex 

issues and processes over time (Roy et al., 2015). In qualitative research, researchers 

employ personal phenomenal experiences and understandings (McCusker & Gunaydin, 

2015). Qualitative researchers focus on interviewing others through conversational 

communication to identify behaviors and investigate participants’ experiences and 

perceptions related to an issue (Silverman, 2015). The qualitative research method is 
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appropriate when the purpose is to understand the reasons, opinions, and motivations of 

participants and to gather non-numerical data. This study included investigating the 

nature of the relationship between the dependent and independent variables rather than 

understanding the reasons, opinions, and motivations of participants or identify 

behaviors, attitudes, and interview others by conversational communication; therefore, 

the qualitative method was not appropriate. 

Researchers who choose to use mixed methods combine qualitative and 

quantitative forms and interpret data objectively and subjectively (Brannen, 2017; 

Yardley & Bishop, 2015). The mixed approach was also not appropriate for this study 

because this study did not include any qualitative elements. In this study, I examined the 

relationship between PMG, PMY, PMA, and PS in the IT sector. I undertook a 

quantitative method approach, which included working with statistical and numerical 

values. 

Research Design 

The quantitative design includes descriptive, quasi-experimental, experimental, 

and nonexperimental correlational designs (Bryman, 2015). Researchers use the 

descriptive design to describe a population, situation, or phenomenon accurately and 

systematically (Aggarwal & Ranganathan, 2019). Descriptive research is an appropriate 

choice when the research involves characteristics, frequencies, trends, correlations, and 

categories (Anderson et al., 2017). Researchers who use descriptive research identify 

behaviors and describe the behavior of participants and cannot make predictions or 

determine causality (Graham-Rowe et al., 2015). Researchers use descriptive research for 
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studies that require systematic observation to describe a specific behavior (Gravetter & 

Forzano, 2018). Because I wanted to determine whether a relationship or association 

exists between two or more variables and did not need to describe participant behaviors, 

descriptive research was not appropriate. 

The quasi-experimental design involves selecting groups and testing variables 

without random pre-selection processes (Alavinia & Farhady, 2012). Researchers who 

undertake experimental or quasi-experimental designs incorporate controls or 

interventions to establish a cause and effect relationship (Rutberg & Bouikidis, 2018). 

Researchers use a quasi-experimental design to evaluate the association between an 

intervention and an outcome using experiments in which the response is not randomly 

assigned (Schweizer et al., 2016). Researchers prefer to use scientific experiments as the 

most valid way of testing hypotheses (McCusker & Gunaydin, 2015). Because I did not 

want to evaluate interventions and demonstrate causality between an intervention and an 

outcome using experiments, quasi-experimental was not appropriate. 

Finally, researchers in experimental design isolate and manipulate the 

independent variable to observe the effects on the dependent variable and establish a 

cause and effect scenario along with eliminating unnecessary variables (Kirk, 2013). 

Researchers choose experimental designs over nonexperimental designs to increase 

internal validity (Podsakoff & Podsakoff, 2019). Experimental or quasi-experimental 

models are appropriate when the purpose is to determine a cause-effect (Bryman, 2015). 

Because my study did not include a manipulation component or a cause-effect 

determination, neither experimental nor quasi-experimental designs were appropriate. 
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Researchers use nonexperimental correlational design to examine variables and 

relationships between variables (Becker et al., 2016). Researchers use correlational 

design when the purpose is to seek and identify if a relationship between variables exists 

(Miller, 2005). Because I wanted to determine if an association exists by testing the 

relationship between independent and dependent variables, the correlational design was 

appropriate. 

Population and Sampling 

This section includes details on sample size, eligibility criteria for participants, 

and the relevance of traits of the selected sample unit. The appropriate population was 

chosen based on qualifying questions included as part of the survey for participants. 

Through SurveyMonkey Audience, researchers can add prequalifying questions on 

SurveyMonkey to qualify and disqualify participants based on eligibility criteria 

(SurveyMonkey, 2018d). I ensured participants met the eligibility criteria by including 

prequalifying questions on the SurveyMonkey Audience platform before proceeding with 

the survey. If participants selected an answer that was not within the eligibility 

requirement, they were disqualified from taking the survey. Participants' eligibility 

requirements for the research study included (a) project managers who were 18 years or 

older at the time of the survey, (b) project managers who have completed projects in the 

IT industry, and (c) project managers from the United States. 

Population 

Determination of the population introduces the study subjects and the required 

number to produce results for the research (Palinkas et al., 2015). The population 
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consisted of a group that had desirable characteristics suitable for the study, and the 

community of interest in this research study included (a) project managers who were 18 

years or older at the time of the survey, (b) project managers who have completed 

projects in the IT industry, and (c) project managers from the United States. In this study, 

I used the SurveyMonkey Audience service to reach out to the selected sample 

population. The potential subjects for the study were IT project managers who 

volunteered to respond to the selected survey on SurveyMonkey and accepted the 

informed consent form before starting the survey. Members of SurveyMonkey include 

different project managers who are highly involved in filling out surveys from diverse 

programs in various studies (SurveyMonkey, 2015). 

In this study, I had no contact with the respondents since the questionnaire was 

available online. The study strictly adhered to the set conditions and terms; for instance, 

the examination only involved communication between SurveyMonkey and its members, 

and participants were required to accept the informed consent form before starting the 

survey. The members signed up with SurveyMonkey and received a link to the survey. 

Participants that accepted the invitation began the process by clicking on the survey link 

to obtain additional information about the survey. The informed consent form appeared, 

and participants needed to accept the consent before they started the survey. 

Participants were anonymous and only those willing to participate proceeded to 

the survey by answering the online questionnaire. SurveyMonkey conducts auditing on 

surveys frequently to ensure that its panel members are representatives of the entire 

population (Bregman et al., 2015). The process of selecting a sample of a population of 
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interest to make observations is known as sampling (Martínez-Mesa et al., 2016). A 

researcher should identify the sampling design in advance before calculating the sample 

size (Malterud et al., 2016). The survey did not include any respondents' personal 

information during the survey process for security purposes. 

Sampling 

The probability sampling method is a method where researchers utilize for 

random selection of participants, and the random selection method is when researchers 

set up a process or procedure that assures that respondents have equal probabilities of 

being chosen (Anderson et al., 2017). Random sampling is a probability sampling design, 

where a researcher can specify the probability by selecting sampling units from a pool of 

people (Franco et al., 2017). Researchers select random sampling because targeted 

individuals in the population have an equal selection chance (Martínez-Mesa et al., 

2016). Researchers use random sampling to assign an equal and non-zero probability in 

the population (Malone et al., 2016). Researchers use the probability sampling method 

for randomly selecting participants and specifying the sample by probability estimation 

of the sampling unit of the population (Setia, 2016). Because I could not determine the 

number of participants by conducting a probability estimation of the sampling unit, 

probability sampling was not appropriate. 

Nonprobability sampling is a sampling technique where calculating the chance of 

any member selected for a sample is impossible (Frankfort-Nachmias et al., 2014). One 

advantage of using non-probability sampling compared to probability sampling is less 

cost and time effective (Bosnjak et al., 2016). Researchers adopt nonprobability sampling 
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when estimating the population is impossible through probability sampling (Stratton, 

2019). The weaknesses of non-probability sampling are that researchers do not provide 

participants with equal opportunities to participate in the study, and researchers select 

samples based on subjective judgment (Sharma, 2017). 

According to Stratton (2019), a disadvantage of non-probability methods is that 

respondents do not have an equal chance of being selected. I used convenience sampling, 

which was part of non-probability sampling within the SurveyMonkey Audience, to 

involve participants responding to the survey. With convenience sampling, researchers 

ensure that access to data and information needed for their study is available without 

going through a complicated data collection process, contrary to probability sampling 

(Etikan et al., 2016). Researchers use the convenience sampling method because of the 

convenience and ease of reaching out to participants. I conducted participant selection 

through convenience sampling techniques because the research subject was conveniently 

accessible through SurveyMonkey Audience. Participants for this study were 

SurveyMonkey members, and through convenience sampling, researchers have ease 

recruiting participants. SurveyMonkey processes random selection through a random 

selection algorithm, selecting participants from a sample pool (SurveyMonkey, 2015). 

The study included a convenience sampling method to select from a pool of 

members who were part of the population of IT project managers in the United States and 

SurveyMonkey members. The selection of participants through convenience sampling 

included the selection of IT project managers. The advantage of convenience sampling is 

that researchers can collect data in less time than other sampling methods (Teddlie & Yu, 
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2007). An additional advantage of using convenience sampling was the convenience of 

reaching out to participants and providing them with an equal selection chance of 

participating in the study. Weaknesses of using convenience sampling include the 

vulnerability to bias and influences that could arise beyond the researcher's control 

(Taherdoost, 2016). Cases of respondents' inappropriate filling of the questionnaires can 

hinder the results during analysis (Olsen et al., 2018). Very few researchers that 

previously undertook convenience sampling experienced little credibility from others 

(Prabhu & Ramesh, 2019). The procedure served to curb every possibility of sampling 

bias in the research and was essential to use the chosen sample size for generalizing the 

entire population of project managers in the IT industry in the US. 

My research included a survey sent to participants through SurveyMonkey 

Audience. For inferential analysis, this research included selecting participants from a 

sample pool of IT project managers in the United States. By definition, a sample is the 

subset of the entire groups of interest selected to represent the whole population (Palinkas 

et al., 2015). Sample sizes in qualitative and quantitative studies differ in descriptive 

statistics, employed sampling methods, target groups, and the research questions' design 

for each group (Rahi, 2017). Determination of the existing relationship between PMG, 

PMY, PMA, and PS was the key to identifying the study's population of interest in the IT 

industry in the United States. A sample unit for the study was derived using the 

appropriate sample size determination and sampling procedures to select a specified 

number of IT project managers from the SurveyMonkey webpage. 
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I employed the G*Power 3.1.7 software to derive the sample size for this study. In 

my research, I requested a total of 100 participants that currently or previously worked in 

IT as a project manager. Sample size determination involves three factors: a significance 

level (a), the desired level of power (1 – þ), and the expected effect size (Djimeu & 

Houndolo, 2016). The significance level (a) is the probability of making a Type I error, 

which is the inaccuracy of rejecting the null hypothesis when it holds (Akobeng, 2016). 

The inclusion criteria included (a) project managers that were 18 years or older at the 

time of the survey, (b) project managers that have completed projects in the IT industry, 

and (c) project managers from the United States. 

According to Akobeng (2016), statistical power represents the probability of 

correctly detecting a real effect or relationship and is the complement of þ, which is the 

likelihood of committing a Type II error. Type II error is the fault of accepting the null 

supposition when it is false, and when statistical power increases, the probability of 

making a Type II error decreases (Derrick et al., 2016). According to Cohen (1988), a 

significance level of 0.05 and a power of 0.80 are practical and realistic for a study. 

Researchers use multiple regression as a statistical method to predict the value or assess a 

relationship between a dependent variable based on the values of two or more 

independent variables (Halls & Randall, 2018). Researchers also use multiple regression 

to analyze a pattern within a phenomenon (Hayes & Montoya, 2017). 

My research included three independent variables and one dependent, which 

made multiple regression appealing. I considered a multiple regression random model 

because I wanted to understand the effects of the different predictor variables on the 
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criterion variable and the predictor variables' effects on one another. A multiple 

regression analysis was employed to investigate relationships between age, gender, and 

years of experience of project managers working in IT and PS. To determine the sample 

size, I had to input parameters for the estimated total sample size, the number of 

predictors, observed R2, and confidence level. Entering those values also prepopulated 

Tails, H1 p2 and H0 p2. 

Researchers use the multiple regression random model to calculate sample sizes 

of participants based on the number of tails of the test one vs. two, the α error probability, 

the number of predictors, and the power (Young, 2019). I selected 3 for the number of 

predictors. The observed R2 was 0.3. R2 is a statistical measure of fit that shows how 

much of a dependent variable is explained by the independent variables in a regression 

model (Zhang, 2017). The value of R2 is always between 0 and 1, where the value 1 

means a strong relationship exists between the variables (Zhang, 2017). I selected two for 

tails and not one. Researchers using a one-tailed test examine the possibility of the 

relationship in one direction and completely disregard the possibility of a relationship in 

the other direction (Propper et al., 2019). The value of R2 showed a value of 0.035, 

which indicates a 0% relationship between the dependent and independent variables. 

Finally, I selected the sample size of 100 with a Power (1-β err prob) and a 

confidence level of 0.95, which estimated a sample size of 56. I realized that a higher 

value sample size confidence interval value indicates a smaller calculated sample size 

while calculating the sample size. Figure 1 indicated the sample size based on the power 

of the study and the number of respondents who would answer the survey questions 
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accurately based on the confidence interval. Figure 2 included the parameter input 

variables for the multiple linear regression. For a more robust sample size for this study, 

and to reduce the chances of bias, I included 49 additional responses. I received a total of 

105 responses from the SurveyMonkey webpage. I conducted a G*Power post hoc 

analysis because the sample size I originally proposed was different from what I received 

on my survey. The results showed 99.96% confidence in a sample of 105 IT project 

managers. 

Figure 1 
 
Random Model Function of Sample Size 
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Figure 2 
 
Input Parameters for Linear Multiple Regression 

 

Ethical Research 

I requested the survey through SurveyMonkey Audience to enable the system to 

send potential participants an informed consent form, which respondents had to accept 

before starting the study. SurveyMonkey sent an e-mail invitation to potential 

participants. The consent request included SurveyMonkey's terms and conditions, which 

outlined processes and procedures on personal and private information requesting 

participants to accept and consent to the terms before proceeding with the survey. 

Respondents who read the informed consent form understood the survey process because 

it included adequate information about the study and options to consider, including the 

option to withdraw. When respondents read the informed consent form, respondents 
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accepted that they had comprehended the process, agreed to the survey terms, and 

voluntarily and anonymously proceeded with the survey. 

Participants had enough time to withdraw and change their mind before accepting 

and agreeing to the consent form. Requested participants had the right to accept or reject 

the request from SurveyMonkey. Participants had the right to withdraw from the survey 

time before or during the survey by disagreeing with the consent form, closing the 

survey, or clicking cancel. Participants that wished to withdraw clicked NO to the 

informed consent form, and participants that clicked YES proceeded to the survey. 

Participants were able to withdraw from the survey at any time without penalty. 

I adhered to a high level of ethical standards, which formed the basis of the 

research process. My primary responsibility was to protect any personal information I 

had access to related to respondents. The Belmont Report includes basic ethical principles 

for conducting research, such as guidelines to respect others, ethics, and justice (National 

Commission for the Protection of Human Subjects and Biomedical and Behavioral 

Research, 1979). Researchers who adhere to the Belmont report ensure data protection 

and treat respondents with respect, justice, and beneficence (Brakewood & Poldrack, 

2013). My research was within the ethical guidelines of the Belmont protocols without 

violating any of the policies. By adhering to the law of beneficence, I committed not to 

expose participants to any form of risk or danger because I collected data remotely and 

not in person. Participants were chosen randomly through SurveyMonkey sampling; 

everyone in the target population had an equal chance of being selected. SurveyMonkey 

randomly selects participants through sampling, which reduces bias, and the sample 
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represents the target population (Nelson et al., 2019). After participants completed the 

survey, I only had access to the survey answers of participants. Participants were 

completely anonymous, and I did not have access to any personal information. 

Participants had the opportunity of being selected to participate in the survey. 

Participants were project managers in the IT industry. I did not offer any incentives to 

respondents to undue potential influence on the study outcome. All respondents 

experienced an equal level of respect and courtesy without discrimination of any kind. I 

disclosed the benefits, facts, and risks of the research to participants before they started 

the survey by providing them with the informed consent form. Participants needed to 

agree before proceeding to the survey. According to Reinharz (2017), participants 

exercised their freedom rights by choosing whether to participate in a survey after 

reading about the study's benefits, facts, and risks. Respondents' personal information 

was recorded on the SurveyMonkey database, which I had no access to. I could not view 

or access any personal information because of the security and privacy of the 

SurveyMonkey service. 

Participants had 10 minutes to read and accept the consent form. The consent 

form covered the purpose of the research, background, university, procedure, timing, and 

intent of this survey. In the consent form, I also mentioned information regarding 

participation, privacy, anonymity, and the right to accept or reject to participate in the 

study. Participants voluntarily chose to accept or reject participation in the survey. 

Companies that offer data collection as a service for researchers have a duty of care to 

ensure the safety and security of all data collected from individuals used for studies 
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(Ardolino et al., 2018). Protecting the rights and identities of the answers of project 

managers who participated in the study was done using a password, and the data 

information was stored on a Universal Serial Bus (USB) flash drive. I also saved and 

stored the information on my personal computer, protected with a security password. The 

data will be kept on the computer and USB flash drive for 5 years after completing this 

study, and then the data will be deleted from the computer and deleted from the USB by 

formatting the device. 

Before I conducted the actual data collection activity, I followed Walden's process 

and protocols and sent the IRB application forms to Walden's Review Board for 

approval. An approval from the board ensured that the study adhered to the university's 

ethical standards and the high academic research regulations. The data collection process 

started after obtaining the required approvals. The IRB approval number for this study 

was 08-12-20-0395991. I undertook data collection for research purposes and not for 

financial gains. Data collection for academic and research purposes adds stock of 

knowledge in the literature (Adams et al., 2017). 

I used the SurveyMonkey Audience service to reach out to participants. 

SurveyMonkey randomly selected participants that met the inclusion criteria and sent 

them an invitation to fill out the survey after they consented to participate. The study 

involved using a third-party service, which was from SurveyMonkey Audience, to 

distribute questionnaires and collect responses. SurveyMonkey sends invitations to 

respondents and gathers data on behalf of researchers (SurveyMonkey, 2018a). 

SurveyMonkey stored respondents and my personal information on their servers. 
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SurveyMonkey (2018a) records respondent IP addresses in backend logs and 

deletes them after 13 months. I did not have access to the IP addresses and any personal 

information of participants. SurveyMonkey has standard contractual clauses approved by 

the European Commission and international group companies to ensure the safe transfer 

of personal information. SurveyMonkey is certified and compliant with the EU-US 

Privacy Shield Framework and Swiss-US Privacy Shield Framework, which provides a 

way to transfer personal information of respondents safely and securely to the US and is 

certified by the Department of Commerce's Privacy Shield list (SurveyMonkey, 2018a). 

According to SurveyMonkey (2018c), IP addresses can be traced to a single 

device, proxy server, or group of devices on the same network and not traced to a person. 

When participants proceed with a survey, the IP address is recorded as metadata with 

SurveyMonkey by default (SurveyMonkey, 2018c). The survey was anonymous, and I 

did not have access to any IP addresses. The ethical protection of participants is adequate, 

and participants' privacy and data are kept secure with SurveyMonkey (SurveyMonkey, 

2018c). 

The survey did not include any offensive or threatening materials, topics, or 

language that might cause psychological risks. I had no ties or relationships with 

participants, which helped curb any possible study bias emerging due to such risks. I had 

no direct communication or contact with any of the participants. Respondents did not 

disclose any legal information on their economic or professional status; the study 

participants faced no potential legal, financial, or occupational risks. During the survey, 

the respondents' comfort was not put in jeopardy. Only adults who have attained the age 
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of 18 and older were able to participate in the study. Participants who worked either full-

time or part-time as project managers in the IT industry were part of the survey. I did not 

pressure participants to force them to undertake the survey and participate in the research 

study. Potential respondents who receive notification for the survey make independent 

decisions to participate voluntarily in the study (Harriss et al., 2017). I will store 

participant survey responses on a USB flash drive for 5 years after completing the study 

to ensure and protect the confidentiality of participants. Data will be deleted from the 

computer and deleted from the USB by formatting the device. 

Data Collection Instruments 

PIP is the instrument I used for my research to measure PS. Pinto and Slevin 

(1988) developed the PIP instrument in 1988 to deal with relationships and measure PS. 

Project managers use different techniques for measuring PS, including PIP, critical path 

analysis, flow chart diagram, Gantt chart, and program review techniques (Slevin & 

Pinto, 1986). Slevin and Pinto (1986) developed the PIP to improve PS using 13 specific 

PS questions. 

Slevin and Pinto (1986) researched topics related to PS and CSFs and broadened 

their research to assess aspects and factors to help project managers determine if their 

projects were successful. PIP includes many advantages for assessing PS compared to 

other instruments and overcomes the weaknesses of different tools used in measuring PS 

by filling the gaps (Hosford, 2017). PIP was used by many project managers to 

systematically monitor successful factors concerning their specific projects (Slevin & 

Pinto, 1986). According to Pinto and Slevin (1988), users can use the PIP instrument to 
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measure PS by determining the survey score. According to Gadison (2016), researchers 

used the PIP instrument for Likert-type questions on a 7-point ordinal scale to measure 

success. Previous authors, such as Hosford (2017) and Gadison (2016), used PIP to 

measure PS by posing a questionnaire to participants. The rating of each question on the 

PIP is on a Likert ordinal scale from 1 to 7, where the scale one means 

participants strongly agree, and seven being strongly disagreed (Mazur et al., 2014). 

PIP was the best instrument for this study because I used it to measure PS and 

assess if a relationship existed between the independent and dependent variables. In the 

PIP, participants indicated their responses to the instruments based on an ordinal Likert-

type 7-point scale, which included strongly disagree, disagree, neither agree nor disagree, 

agree, strongly agree. Respondents who receive Likert type questions seem to understand 

and provide useful answers (Croasmun & Ostrom, 2011). PIP included survey questions 

that are informal, formal, technology, and knowledge assimilation at an interval scale 

using the seven scales. In measuring PS, I adopted PIP that involved 13 Likert scale 

questions ranked under the seven-ordinal scale. SurveyMonkey included PIP questions 

for respondents to answer the survey. The length of the survey was short enough that it 

took the average user less than 5 minutes to complete the survey. Respondents had at 

least 15 minutes to answer the entire survey. Participants spend 21 seconds on average to 

answer one survey question (Lohse et al., 2017). 

Researchers can calculate the PIP scoring by summing the rating of all the survey 

questions (Pinto & Slevin, 1988). There were 13 questions on the survey. Respondents 

rated each question between 1 and 7. The higher the PIP score, the higher the success rate 
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or percentile. The highest score on the survey was rated as 91 or 100th percentile if all 

questions were rated 7. When the total score of the survey was below 45 or 50th 

percentile, the project was considered a failure. When the survey score was above 73 or 

80th percentile, the project was considered a success. When the score was between 45 

and 73, the project was neutral. If the score is less than the 50th percentile, PS is critical 

(Pinto & Slevin, 1988). I used the percentile and score to determine PS. 

The PIP is an existing instrument used as a project management evaluation tool 

proven to be trusted and very reliable (Slevin & Pinto, 1986). Researchers use the PIP 

instrument because of the satisfactory results they can achieve in their research (Hosford, 

2017). According to Sava (2016), the PIP instrument was previously used by scholars, 

which attracted over 100 project managers working in the IT sector and members of PMI. 

I used the PIP instrument and measured PS by a seven-point Likert scale ranging from 

highly disagree to highly agree. The higher scores represented more positive attitudes 

toward PS. According to Larson-Hall and Plonsky (2015), researchers use descriptive 

statistics to describe the data set, mean, and data variability. I used a demographic 

questionnaire (Appendix B) to collect data relating to my dependent variables. I applied 

statistics to determine the data set, mean, and variability of data to estimate the average 

trend of the data. I displayed the sample size, average age, gender distribution, years of 

experience, and standard deviation for the rate of PS. 

According to Slevin and Pinto (1986), the PIP instrument is valid and reliable, 

and many researchers use the instrument to collect data from project managers. Many 

researchers used the PIP survey instrument to collect data on variables from a sample of 
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project managers (Finch, 2003). Cronbach alpha demonstrates a measure of the internal 

consistency of the instrument, and alpha ranges between 1 and 0 (Sharma, 2016). 

According to Choshin and Ghaffari (2017), a Cronbach alpha over .70 is 

acceptable. Sava (2016) asserted that PIP has a published reliability score of over .70. 

Mazur et al. (2014) conducted a study relating to PS, and the PIP instrument had a 

reliability of .93. I used the original PIP instrument without making any modifications to 

the instrument. I requested permission from the developers of the instrument, Dr. Pinto 

and Dr. Slevin, to use the instrument for my research (Appendix A). If any participant or 

entity requests to view the raw data, they can request it by contacting me noted on the 

consent form. 

Data Collection Technique 

Web-based surveys emerge as a modern data collection method since researchers 

can obtain data collection faster with ease and convenience compared to other data 

collection methods (Couper, 2017). I conducted data collection through SurveyMonkey 

Audience to reach out to participants. SurveyMonkey Audience is a paid service through 

SurveyMonkey that enables researchers to use additional features such as selecting 

participants based on demographics and selection criteria (SurveyMonkey, 2018b). The 

research was quantitative, and I used a reliable and valid instrument for the survey 

questions. The first step for using SurveyMonkey Audience was to identify the 

demographic information (Appendix B). The survey results automatically included 

participants' age, gender, and range bracket, indicating respondents' years of experience. 

The survey was in English because the targeted location was the United States. During 
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data collection, participants accepted the SurveyMonkey Audience invitation and read the 

informed consent form before agreeing to proceed with the survey. In my study, I did not 

use the free version of SurveyMonkey. I subscribed to a paid service named 

SurveyMonkey Audience because the process was secure and because of the convenience 

of finding available participants to meet the selection criteria. SurveyMonkey Audience is 

a paid service through SurveyMonkey that enables researchers to use additional features 

such as selecting participants based on demographics and selection criteria 

(SurveyMonkey, 2018b). 

Participants were automatically targeted based on the criteria I inputted into 

SurveyMonkey Audience, which included (a) project managers that were 18 years or 

older at the time of the survey, (b) project managers that have completed projects in the 

IT industry, and (c) project managers from the United States. I used SurveyMonkey to 

administer the questionnaire and used the paid service named SurveyMonkey Audience 

to select participants based on the selection criteria. Eligible participants received an 

invitation online containing the instructions on how to complete the survey. Researchers 

use SurveyMonkey to gain access to millions of participants (SurveyMonkey, 2018a). 

SurveyMonkey Audience is a paid service through SurveyMonkey that enables 

researchers to use additional features such as selecting participants based on 

demographics and selection criteria (SurveyMonkey, 2018b). I used SurveyMonkey 

Audience, a paid service through SurveyMonkey, to reach out to eligible participants and 

economical compared to the other survey services. Researchers can add prequalifying 

questions on SurveyMonkey to qualify and disqualify participants based on eligibility 
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criteria (SurveyMonkey, 2018d). I ensured participants met the eligibility criteria by 

inputting prequalifying questions on SurveyMonkey Audience before they proceeded to 

the survey. If participants selected an answer that was not within the eligibility 

requirement, they were automatically disqualified from taking the survey. 

Collecting data online through an online service can have advantages and 

disadvantages (Rice et al., 2017). The advantages of using SurveyMonkey included time 

efficiency and convenience of collecting data. SurveyMonkey is user-friendly; 

researchers and respondents can log in to the webpage to complete a data survey at any 

time (SurveyMonkey, 2018a). According to Rice et al. (2017), some of the advantages of 

using an online survey are the access to the required populations, larger sample sizes, a 

more balanced ratio of genders, lower cost, more timely data collection, reliable data, and 

anonymity of participants. 

Online survey through SurveyMonkey also has disadvantages. One disadvantage 

of web surveys is the low response rate (Petrovčič et al., 2016). I reduced this by using a 

paid service through SurveyMonkey called SurveyMonkey Audience, which I reached 

out to members who qualify to be participants based on the researcher's criteria, which 

included (a) project managers that were 18 years or older at the time of the survey, (b) 

project managers that have completed projects in the IT industry, and (c) project 

managers from the United States. Researchers use SurveyMonkey Audience, a paid 

service through SurveyMonkey, to target specific participants based on specific 

demographics and eligible criteria (SurveyMonkey, 2018b). Varela et al. (2106) 

conducted research based on the disadvantages of using SurveyMonkey. The findings 
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showed that researchers that used SurveyMonkey for data collection lacked the 

opportunity to meet with respondents (Varela et al., 2016). The findings showed that 

surveys are prone to error, where respondents answered untruthfully or made inaccurate 

assumptions. Researchers can face limited sampling and respondent availability during 

data collection because of the low response rate, which could take longer than normal 

(Varela et al., 2016). A disadvantage for respondents that partake in online surveys is that 

they need to have advanced technical skills using a computer (Zhang, 2000). 

After IRB approval, I used the PIP instrument for question development of the 

survey. I also obtained permission from the authors to use the instrument (Appendix A). 

The collection account was validated using a pilot test. I piloted the survey to be sent to 

me initially to check the quality of the survey and test the questionnaire. I ensured the 

informed consent form was displayed before starting the survey. Conducting a pilot test 

by testing the survey process is considered essential to ensure the quality, accuracy, and 

process of the survey (Wang & Reio, 2017). I uploaded the research questions on 

SurveyMonkey and included the participants' eligibility requirements before submitting 

the survey to participants. 

I used SurveyMonkey to gather information from participants. Researchers will 

receive a notification email from SurveyMonkey every time a response is submitted and 

when the required number of responses are received (SurveyMonkey, 2020a). I 

conducted daily checks to ensure the flow of responses was coming in from 

SurveyMonkey. After finishing data collection and achieved the required participants, the 

survey was closed. Results did not include participants that missed a question. 
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SurveyMonkey will exclude participants that miss any survey question (SurveyMonkey, 

2020b). I downloaded only completed surveys, and I proceeded to download all 

responses for analysis and reviewed the questionnaires to ensure all questions were filled 

and answered. 

Data Analysis 

The objective of this quantitative correlational study was to examine the 

relationship between the independent and dependent variables. Independent variables 

include PMG, PMY, PMA. The dependent variable was PS. I analyzed the data in this 

study to answer the following research question and test the hypotheses: 

What is the relationship, if any, between PMG, PMY, PMA, and PS in the IT 

industry? 

H0: There is no relationship between PMG, PMY, PMA, and PS in the IT 

industry. 

H1: There is a relationship between PMG, PMY, PMA, and PS in the IT industry. 

Statistical Analysis 

There are two types of regression techniques, which are simple linear regression 

and multiple linear regression. Researchers use linear regression to understand the mean 

change in a dependent variable, given a one-unit change in each independent variable 

(Hayes & Montoya, 2017). According to Hayes and Montoya (2017), simple linear 

regression is a linear regression model with a single explanatory variable. Linear 

regression analysis is appropriate when a researcher seeks to examine the linear 

relationship between the dependent and independent variables, and simple linear 
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regression is appropriate when the outcome variable relates to a single predictor variable 

(McNeish & Stapleton, 2016). Linear regression analysis was not appropriate because 

this study included more than one predictor variable. 

Many researchers use multiple regression methods to determine the extent of 

relationships between variables (Plonsky & Oswald, 2017). Researchers use multiple 

regression as a statistical method to predict the value or assess a relationship between a 

dependent variable based on the values of two or more independent variables (Halls & 

Randall, 2018). I used multiple regression to examine if a relationship existed between 

the dependent variable and independent variables. I conducted multiple assumptions on 

the data. I used SPSS to conduct the analysis and to determine the results. I assessed eight 

assumptions. I evaluated the type of dependent and independent variables, assumptions of 

independence of residuals, linearity, homoscedasticity, multicollinearity, outliners, and 

normality. According to Plonsky and Ghanbar (2018), the multiple regression 

assumptions are multicollinearity, normality, linearity, homoscedasticity, and 

independence of residuals. Before assessing the existence, strength, and direction of the 

relationship between the variables, I examined the type of variables. 

Data Cleaning and Missing Data 

For data cleaning and screening procedures, I downloaded the data from 

SurveyMonkey onto my computer system and used SPSS software for the data analysis 

to ensure there were no errors or mistakes. I inputted the data into Excel to conduct the 

data cleaning and screening process on the collected data and eliminated discrepancies. I 

did not capture any errors because participants couldn't submit the survey unless all the 
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survey questions were answered. I checked and ensured the data are vigorous and 

uploaded to SPSS. Researchers use SPSS software for faster processing of the survey 

results (Piria et al., 2018). I used SurveyMonkey’s software to record all responses and 

exported the data to Excel. I applied a consistent and arbitrary unique id code for each 

response to maintain anonymity. Researchers can use the automated feature in SPSS to 

identify any missing data (Hu et al., 2017). 

The survey responses that did not qualify were counted as elimination. 

Researchers can eliminate data by checking responses that contain errors or missing data 

for a survey (Mukerjee & Prasad, 2017). According to Fatima et al. (2017), researchers 

use data cleaning by screening, detecting, and managing missing or corrupt data by 

eliminating the data. Since the questions were Likert-type questions, the survey was only 

considered complete when respondents completed all the questions. I provided 

participants enough time to read and answer the survey. 

Statistical Analysis Assumptions 

For multiple regression, I assessed eight assumptions. I evaluated the type of 

dependent and independent variables and conducted an analysis on the assumptions of 

independence of residuals, linearity, homoscedasticity, multicollinearity, outliners, and 

normality. According to Plonsky and Ghanbar (2018), the multiple regression 

assumptions are multicollinearity, normality, linearity, homoscedasticity, and 

independence of residuals. The assumptions were assessed to assess the type of 

dependent and independent variables, followed by assessing the independence of 

residuals, linearity, homoscedasticity, multicollinearity, outliners, and normality. 
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The first analysis I undertook is to identify the type of dependent variable. The 

dependent variable in this research was PS. PS numeric measured on a continuous scale. 

The variable was a ratio figure which indicated the rate of success for each participant. 

The values varied for each participant representing the success rate on a scale 

measurement, which represented the percentage success rate for each participant. The 

rates varied from 0.54 to 1, which represented the percentage of success. 

The second analysis included the type of independent variables. The independent 

variables were PMG, PMY, and PMA. PMG was a nominal categorical variable having 

two categories, male and female, with no intrinsic ordering to the categories. PMG was a 

dichotomous variable with two categories, male and female. Male was coded as one and 

female as zero. 

PMY and PMA were ordinal variables. PMY and PMA variables both had 

categories and were ordered by years of experience and age, respectively. Researchers 

can test ordinal variables with a common statistical framework (Williams, 2020). During 

analysis, researchers can assign numbers to objects so that the numerical relations reflect 

the empirical relations by always assigning the higher number to the heavier object 

(Konerding, 2020). The independent variable PMA being ordinal was coded to numeric 

by assigning a higher number to the highest age. PMY was ordinal and was converted to 

numeric by assigning the highest number to the highest years of experience. 

The third analysis was to check the independence of residuals. Independence of 

residuals refers to the assumption that errors are independent of one another (Lewis-Beck 

& Lewis-Beck, 2015). When the assumption is violated, the independence of residuals 
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will show estimates of the regression coefficient, causing inaccurate results (Chen et al., 

2018). I verified the assumption of independence of residuals by plotting and viewing the 

P-P and scatter plots. I also checked using the Durbin-Watson statistic, a test I carried out 

using SPSS Statistics. The Durbin-Watson statistic ranges between 0 and 4, and a value 

of 2 means that there is no autocorrelation detected in the sample (Rivel & Yirong, 2020). 

I calculated Durbin-Watson using SPSS, and the value was 2.062, indicating no 

autocorrelation in the sample. 

The fourth analysis was to check for linearity. Linearity assumption means there 

is a linear relationship between independent and dependent variables when the dependent 

variable changes because of a change from one or more independent variables 

(Bangdiwala, 2018). Researchers use scatterplots to visually test the presence of linearity 

and homoscedasticity (Yu et al., 2020). I used the linear multiple regression random 

model function and sketched a scatterplot to check for any existence of linearity by 

visually inspecting the scatter diagram. From the scatterplot, there was a partial indication 

of linearity. I also tested normality by plotting partial regression plots using SPSS 

Statistics and visually inspected the scatterplots, which showed a linear relationship 

between the dependent variable and each of the independent variables whereby the dots 

align relatively on the diagonal straight lines, depicting that the data assumed normality. 

Therefore, the model did not violate the normality assumption. 

The fifth analysis was determining if the data showed homoscedasticity. 

Homoscedasticity is where the dependent and independent variables’ data values have 

equal variances (Zolna et al., 2016). I used the scatterplot in SPSS to determine if any 
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homoscedasticity existed by examining the variance of errors and checked if they were 

equal at each level of the independent variable. The absence of the homoscedasticity 

assumption increases the possibility of a Type I error, and a clear pattern in the scatterplot 

of the standardized residuals supports the homoscedasticity assumptions (Chang et al., 

2017). To test for homoscedasticity, I used a scatterplot diagram and visually checked the 

chart to confirm there was no rectangular shape. Data points were randomly distributed, 

showing no curvature, and having a mean of zero demonstrates the realization of this 

assumption. According to Won et al. (2017), researchers use scatterplot diagrams to 

assess homoscedasticity, and a rectangular fashion is enough to assume it exists. Because 

there was no rectangular fashion shape, the data points were also randomly distributed, 

showing no curvature, and having a mean of zero demonstrates the realization of this 

assumption. 

The sixth analysis was to determine if multicollinearity existed. Multicollinearity 

occurs when there are high intercorrelations or inter-association among independent 

variables (McClelland et al., 2017). Users can detect multicollinearity through the 

variation inflation factor (VIF) or scatterplots, and a VIF of one would indicate no 

correlation between variables, and a VIF of under 10 for any variable is acceptable 

(Vatcheva et al., 2016). The VIF values for the independent variables were all below 10, 

which indicated they were within the acceptable parameters, showing no 

multicollinearity. I concluded multicollinearity did not exist because the values were 

above one and less than 10. 
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The seventh analysis was to check the data had no significant outliers and highly 

influential points. Outliers can affect the intercept or the slope of the regression line when 

the intercept crosses the Y-axis at a lower or higher point (Johansen & Nielsen, 2016). 

Scatterplots are normally examined and scrutinized by researchers to determine outliers 

in data sets (Green & Salkind, 2016). I used scatterplots and conducted analytical 

procedures to detect any outliers. I evaluated outliers by reviewing Cook’s distance. 

According to Menzel et al. (2017), if Cook’s distance is less than one, then researchers do 

not have to remove outliers in their analysis. The residual statistics showed Cook’s range 

at 0.143 and a mean of 0.012, which is higher than three times the average. However, the 

maximum value (0.143) was less than 0.5, indicating that the variable did not have 

outliers that would have undue influence on the model. I also confirmed that there were 

no outliners by visually inspecting the scatterplot. I also conducted further tests to 

consider whether I needed to apply the bootstrapping technique in extreme signs of 

outliners. I did not have to implement bootstrapping because the results did not show 

extreme signs of outliners. Bootstrapping is a statistical technique of resampling the 

original sample widely used in statistics to address data assumption violations (Warton et 

al., 2017). 

The eighth and final assumption was to determine if the residuals were normally 

distributed. Normality refers to the normal distribution and clustering state of the data 

around the mean (Schmidt & Finan, 2018). Users can test data for linearity by visually 

examining the scatterplots, and a normally distributed variable is bell-shaped on the 

histogram (Jeong & Jung, 2016). I plotted a histogram to test for normality, and the 
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normally distributed attributes revealed a perfect belled-shaped curve. The results showed 

that the variable project manager’s success rate had a normal distribution described by 

the bell-shaped. Therefore, the model did not violate the normality assumption. When 

violations of normality are present, researchers should examine the distribution of the 

residual plots (Kozak & Piepho, 2018). I did not have to plot a residual plot to identify 

violations of normality. 

Bootstrapping is a statistical technique of resampling the original sample widely 

used in statistics to address data assumption violations (Warton et al., 2017). I did not 

face any violations of the assumptions, so using Bootstrap was unnecessary for this 

research. According to Hayes and Montoya (2017), Bootstrap provides an efficient way 

to overcome the violations by resampling the data. According to Hayes and Montoya 

(2017), researchers use bootstrapping in SPSS to increase accurate analysis despite 

assumption violation. Bootstrapping is an efficient way to overcome the violations by 

resampling the data and providing information through bootstrap factor analysis (Hayes 

& Montoya, 2017). 

Interpretation of Inferential Results 

Respondents rated each question on the survey between 1 and 7. The higher the 

rating was, the higher the success rate. Respondents scored the survey a maximum of 91 

when all questions were rated 7. Percentile at 50th meant project failure when the score 

was below 45. Percentile between 50th and 80th meant neutral when the score was 

between 45 and 73. Percentile above 80th meant the project was a success when the score 

was above 73. I used multiple linear regression random sampling. I ran the SPSS 
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computer package to test and determine if a relationship existed between the dependent 

and independent variables. A summary table of the multiple regression SPSS outputs 

enabled me to interpret the coefficient of determination. R2 falls between 0 and 1, where 

the value 1 means a strong relationship exists between the variables (Zhang, 2017). R2 

gives the proportion of variation in the dependent variable that can be explained by the 

independent variables (Hamilton et al., 2015). The value of R2 showed a value of 0.035, 

which indicated that only 3.5 % of the variation in PS being the dependent variable was 

explained by the variation in the independent variables being PMG, PMY, and PMA. 

I used the SPSS analysis to show descriptive statistics of the variables in the 

survey. I explained descriptive statistics such as frequencies, means, variances, and 

standard deviation by using Excel and SPSS output. I showed the distribution of the data 

and presented the results on tables, charts, and graphs. My analysis showed no 

relationship between the variables. I rejected the alternative hypothesis (H1) and accepted 

the null hypothesis (Ho), implying no statistical relationship between the dependent and 

independent variables. I conclude that PMG, PMY, and PMA in the IT industry do not 

predict PS. 

Study Validity 

Types of validity include internal and external validity (Crano, 2019). Internal and 

external validity are concepts that reflect whether the results of a study are trustworthy 

and meaningful (Quaife et al., 2018). Various internal and external factors can hinder and 

threaten the study outcomes, and study validity is also subject to statistical conclusion 

validity (Kratochwill et al., 2018). 
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Internal Validity 

Internal validity is the approximate truth about inferences regarding cause-effect 

or causal relationships (Crano, 2019). Internal validity is only relevant in studies in which 

researchers seek to examine causal relationships through experiments or quasi-

experimental designs (Pattison et al., 2019). Because I did not examine relationships 

through experiments or quasi-experimental designs, I can conclude that threats to internal 

validity did not exist in this study. 

I did not use a quasi-experimental, experimental, and non-experimental research 

design and instead used a non-experimental correlational design study to conduct 

analysis. In the non-experimental analysis, researchers cannot determine the effect of the 

independent variables on the dependent factors (Bujang et al., 2017). Through 

correlation, I identified the relationship between the dependent and independent 

variables. A threat to statistical conclusion validity is when the sampling procedure and 

sample size are not random, and the researcher adopts a probabilistic approach (Sim et 

al., 2018). This study included three statistical validity types that are: using a reliable 

instrument, data assumptions, and using an appropriate sample size. Factors that hinder 

the validity of a study include maturity rate, sample selection, type of instrument, and the 

method of analysis (Lonati et al., 2018). 

I used an existing instrument that was valid, reliable, and endorsed by other 

researchers to increase internal validity. Researchers that use a valid and reliable 

instrument increase credibility and self-assurance and are more confident and certain with 

their research outcomes (Robinson & Randall, 2017). In quantitative studies, researchers 
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that use a reliable instrument present repeatability, reliability, and validity (Rubin & 

Babbie, 2016). Researchers using an existing instrument should ensure they use an 

instrument with previous successful records (Cypress, 2017). To ensure the instrument 

was valid and reliable, the strategy I used was checking scholars that used the instrument 

in previous studies, which confirmed the instrument was valid and reliable. I also 

obtained permission from the authors to use the instrument (Appendix A). Previous 

scholars that used the PIP instrument reported it as valid and reliable (Mazur et al., 2014). 

Data assumptions are the appropriateness of choosing data for examining the 

relationship between the variables (Flatt & Jacobs, 2019). Many researchers use 

assumptions when conducting statistical tests, which could lead to inaccurate findings 

and inflated Type I or Type II errors (Greenland et al., 2016). Most researchers operate 

under certain assumptions to obtain valid results. The five multiple regression 

assumptions are multicollinearity, normality, linearity, homoscedasticity, and 

independence of residuals (Plonsky & Ghanbar, 2018). 

For multiple regression, I assessed eight assumptions. I evaluated the type of 

dependent and independent variables and the assumptions of independence of residuals, 

linearity, homoscedasticity, multicollinearity, outliners, and normality. The first analysis 

was to identify and input the dependent variable as a ratio figure, which indicated each 

participant's success rate. The independent variables PMG, PMY, and PMA were ordinal, 

and the data in SPSS were numeric. The third analysis was to check the independence of 

residuals. I used Durbin-Watson to check the independence of residuals using SPSS, and 

the value was 2.062, indicating no autocorrelation in the sample. 
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The fourth analysis was to check for linearity. Researchers use scatterplots to 

visually test the presence of linearity and homoscedasticity (Yu et al., 2020). I sketched a 

scatterplot in SPSS to check for linearity by visually inspecting the scatter diagram. From 

the scatterplot, there was a partial indication of linearity. I also tested normality by 

plotting partial regression plots using SPSS Statistics and visually inspected the 

scatterplots, which showed a linear relationship between the dependent and independent 

variables. 

The fifth analysis was determining if the data showed homoscedasticity. When 

data includes homoscedasticity, the dependent, and independent variables' data values 

have equal variances (Zolna et al., 2016). I used the scatterplot in SPSS to determine if 

any homoscedasticity existed by examining the variance of errors and checked if they 

were equal at each level of the independent variable. I used the scatterplot in SPSS to 

determine if any homoscedasticity existed by examining the variance of errors and 

checked if they were equal at each level of the independent variable. I also checked if a 

rectangular fashion shape appeared enough to assume it exists. According to Won et al. 

(2017), researchers use scatterplot diagrams, and a rectangular fashion was enough to 

assume it existed. In the plot, I did not see a rectangular fashion shape. The data points 

were also randomly distributed, showing no curvature, and having a mean of zero 

demonstrates the realization of this assumption. 

The sixth analysis was to determine if multicollinearity existed. I checked if any 

multicollinearity existed by plotting a scatterplot. Multicollinearity occurs when there are 

high intercorrelations or inter-association among independent variables (McClelland et 
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al., 2017). Users can detect multicollinearity through the VIF or scatterplots (Vatcheva et 

al., 2016). The VIF values for the independent variables were all below 10, which 

indicated they were within the acceptable parameters, showing no multicollinearity. I 

concluded multicollinearity did not exist because the values were above one and less than 

10. 

The seventh analysis was to check the data had no significant outliers and highly 

influential points. I used scatterplots and conducted analytical procedures to detect if 

outliers exist. Outliers can affect the intercept or the slope of the regression line when the 

intercept crosses the Y-axis at a lower or higher point (Johansen & Nielsen, 2016). 

According to Menzel et al. (2017), if Cook's distance is less than one, then 

researchers do not have to remove outliers in their analysis. The residual statistics showed 

Cook's range at 0.143 and a mean of 0.012, which is higher than three times the average. 

However, the maximum value (0.143) was less than 0.5, indicating that the variable did 

not have outliers that would have undue influence on the model. The eighth and final 

assumption was to determine if the residuals were normally distributed). Users can test 

data for linearity by visually examining the scatterplots, and a normally distributed 

variable is bell-shaped on the histogram (Jeong & Jung, 2016). I tested normality using 

the standard P-P plot whereby the dots align relatively on the diagonal straight lines, 

depicting that the data assumed normality. Therefore, the model did not violate the 

normality assumption. 

Researchers sometimes resort to assumptions to prove a theory is accepted when, 

in fact, it is challenging to prove if the results are true or false. In this study, I included 
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the following assumptions (a) The potential respondents from SurveyMonkey pool 

selection gave accurate and transparent information during the data collection exercise, 

(b) The number of respondents in SurveyMonkey selection were statistically significant 

and corresponded to the target population, (c) All the respondents were deemed as 

computer literate and had computer access to complete the survey, (d) Respondents had 

the necessary webpage logins and internet skills to enable them to complete the survey 

accurately, (e) SurveyMonkey selected respondents randomly to complete the survey, (g) 

The characteristics of the respondents were constant during the entire survey period to 

avoid fluctuation of the data, (h) Respondents were anonymous and had no interaction 

amongst each other, and took the survey independently. 

I relied upon the respondents' coordination to provide truthful information during 

the completion of the survey questionnaire and checked the data results. Using data 

analysis, I showed the variation between age, gender, year of experience, and PS related 

to the IT industry. I provided respondents with enough time to fill out the survey. 

Respondents had 15 minutes to complete 13 questions and complete the survey at their 

earliest convenience. Respondents were free to participate voluntarily, which led 

participants interested in the study to participate. Participants were able to withdraw at 

any time during the survey. They also had the option to opt-out at the start by rejecting 

the terms and conditions. The withdrawal procedure was simple, and participants were 

free to withdraw from the survey. For a valid study, I included participants across the 

United States to partake in the survey. I also ensured the results and interpretations of the 

study findings were not biased. To portray and ensure internal validity was applied, I 
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reviewed similar surveys conducted previously and compared results by analyzing the 

data. 

External Validity 

For external validity, I considered the following factors: sampling technique, 

sample size, statistical power, data analysis, and reliability of the respondents. External 

validity is determined by how the findings in a sample can be generalized to the 

population (Leviton, 2017). One way to reduce the threat to external validity is by 

applying random sampling from the population because researchers can achieve a proper 

sample representation of the population (Lesko et al., 2017). I applied random sampling 

to achieve a proper sample representation of the population, and the representation 

enhanced the external validity and generalizability of research results. If the sample size 

represents the total population, the results will show the conclusion of the entire 

population (Bodenhorn et al., 2017). I determined the study sampling size using the 

probability error of margin of 5%, 0.13 effect size, and 0.95 for a confidence level. 

External validity involves generalizations of the study sample results to the overall 

population and other studies (Cohen, 2018). 

After conducting a G*power multiple regression random sample, the estimated 

required sample size was 56. To increase the accuracy of this study, I inflated the sample 

size number to 105 participants. I collected data, analyzed the conclusive results, and 

determined if they were valid to address the hypothesis questions showing no relationship 

between the variables. SurveyMonkey Audience randomly selected participants through 

the selection process. Through random selection, I achieved equality in the distribution of 
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the characteristics of the respondents. I increased the sample size in this study to 

respondents who wish to drop out from completing the survey. Using the power and logic 

function to calculate sample size, researchers can increase validity in their study (Gürbüz 

et al., 2019). I adopted SurveyMonkey, where respondents were chosen randomly for the 

investigation to achieve external validity. Even though the respondents qualified to take 

the survey, some failed to participate in the survey as participation was voluntary. I also 

reduced the threat of external validity by including a proper sample selection, which 

included (a) project managers that were 18 years or older at the time of the survey, (b) 

project managers that have completed projects in the IT industry, and (c) project 

managers from the United States. 

Transition and Summary 

In section 2, I included the contents relevant to quantitative research. Section 2 

included the purpose statement, the role of the researcher, participants, research method, 

research design, population and sampling, ethical research, data collection instruments, 

data collection techniques, data analysis, and study validity. In Section 3, I included the 

study results and presentation of the finding, application to professional practice, 

implications for social change, recommendations for action, recommendations for further 

research, reflections, and conclusions. 
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Section 3: Application to Professional Practice and Implications for Change 

Introduction 

The purpose of this quantitative, correlational study was to examine whether a 

relationship exists between PMG, PMY, PMA, and PS in the IT industry. The population 

of the study consisted of IT project managers from the United States. There were 105 IT 

project managers from SurveyMonkey Audience who responded to the online survey 

distribution platform. Multiple regression analysis indicated there is no statistically 

significant relationship in PS (3.5%) among PMG, PMY, and PMA (PS = - 0.016PMG - 

0.002PMY - 0.024PMA + 0.841). 

This section includes a discussion of the results of the study and findings relative 

to the research question and hypotheses. Section 3 also includes applications to 

professional practice, a detailed discussion on the applicability of the findings, and 

implications for social change in terms of tangible improvements to individuals, 

communities, and organizations. Finally, I include recommendations for action and future 

action related to improved practices in business. 

Presentation of the Findings 

In this subsection, I discuss testing of the assumptions, which included the 

assumptions of multiple regression. I present descriptive statistics, including analysis of 

the data and the values of mean and standard deviation. I also include the inferential 

statistic, which includes the multiple regression analysis to test the hypothesis. Finally, I 

include a theoretical conversation about the findings. I conclude with a concise summary 
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highlighting the test results showing why I failed to reject the null hypothesis implying no 

statistical relationship exists between the dependent and independent variables. 

Tests of Assumptions 

For multiple regression, I assessed eight assumptions: type of dependent variable, 

type of independent variables, independence of residuals, linearity, homoscedasticity, 

multicollinearity, outliners, and normality. I included 105 participants in my analysis. 

When all regression analysis assumptions are met, it will lead to accurate conclusions 

(Daoud, 2017). All assumptions have been met, and I did not face any violations in these 

assumptions. 

Type of Dependent Variable 

The first analysis I undertook was to identify the type of dependent variable. The 

dependent variable in this research was PS measured on a continuous scale. The variable 

was a numeric (ratio) figure, which indicated the PS rate for each participant. The values 

varied for each participant representing the PS rate on a scale measurement, representing 

each participant's PS rate. The rates varied from 0.54 to 1, which represented the 

percentage of success. 

Type of Independent Variables 

The second analysis included the type of independent variables. The independent 

variables were PMG, PMY, and PMA. PMG was a nominal categorical variable with two 

categories: male and female, with no intrinsic ordering. PMG was a dichotomous variable 

with two categories, male and female. In SPSS, I coded male as one and female as zero. 

Categorical independent variables in the regression analysis involve applying coding 
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methods in numerical values (Alkharusi, 2012). PMG was numeric, where one 

represented female and two represented males. PMY and PMA were ordinal variables. 

PMY and PMA variables both had categories and were ordered by years of experience 

and age, respectively. Researchers can test ordinal variables with a common statistical 

framework (Williams, 2020). During analysis, researchers can assign numbers to objects 

to reflect the empirical relations by always assigning the higher number to the heavier 

object (Konerding, 2020). The independent variable PMA being ordinal was coded to 

numeric by assigning a higher number to the highest age. PMY was ordinal and numeric 

in SPSS by assigning the highest number to the highest years of experience. The results 

of the analysis showed no relationship exists between the dependent and independent 

variables. 

Independence of Residuals 

The third analysis was to check the independence of residuals. Independence of 

residuals refers to the assumption that errors are independent of one another (Lewis-Beck 

& Lewis-Beck, 2015). When the assumption is violated, the independence of residuals 

will show estimates of the regression coefficient, causing inaccurate results (Chen et al., 

2018). I verified the assumption of independence of residuals by plotting and viewing the 

P-P and scatter plots. I also checked using the Durbin-Watson statistic, a test I carried out 

using SPSS Statistics. The Durbin-Watson statistic ranges between 0 and 4, and a value 

of 2 means that there is no autocorrelation detected in the sample (Rivel & Yirong, 2020). 

I calculated Durbin-Watson using SPSS, as seen in Table 1, and the value was 2.062, 

indicating no autocorrelation in the sample. 
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Table 1 
 
Independence of Residuals showing Durban Watsons  

Model 
Std Error of the 

estimate 
Durbin-
Watson 

1 .11941 2.062
 

Linearity 

The fourth analysis was to check for linearity. I evaluated linearity using a 

scatterplot. Figure 3 shows the scatterplot that illustrates the spread of data based on 

standardized residual and standard predicted values used to examine the linearity test. 

Researchers use scatterplots to visually test the presence of linearity and 

homoscedasticity (Yu et al., 2020). Data showed that there was no violation of the 

linearity assumption (see Figure 3). The plot of residual fit the expected pattern well 

enough to support the claim that the residual was normally distributed, and the points do 

not lie on a curve around zero, rather than fluctuating randomly, which satisfied the 

linearity assumption. I also tested normality by plotting partial regression plots using 

SPSS Statistics and visually inspected the scatterplots, which showed a linear relationship 

between the dependent variable and each of the independent variables whereby the dots 

align relatively on the diagonal straight lines, depicting that the data assumed normality. 

Therefore, the model did not violate the normality assumption. 
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Figure 3 
 
Scatterplot of Regression Standardized Residuals 

 

Homoscedasticity 

The fifth analysis was determining if the data showed homoscedasticity. Like 

linearity, I tested homoscedasticity by using a scatterplot (see Figure 3). When data 

include homoscedasticity, the dependent and independent variables’ data values have 

equal variances (Zolna et al., 2016). Homoscedasticity or error variance is an assumption 

used by many researchers and is detected by plotting the residuals data against predicted 

values (Yang & Mathew, 2018). Data in Figure 3 show that there was no violation of the 

homoscedasticity assumption. Researchers use scatterplot diagrams to assess 

homoscedasticity, and a rectangular fashion is enough to assume it exists (Won et al., 

2017). Because there was no rectangular fashion shape, the data points were also 

randomly distributed, showing no curvature with a mean of zero demonstrating the 

realization of this assumption. 
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Multicollinearity 

The sixth analysis was to determine if multicollinearity existed. I evaluated 

multicollinearity by viewing the correlation coefficients among the predictor variables. 

Researchers use correlation coefficients analysis to examine the potential relationship 

between the study predictor variables, and multicollinearity issues are determined by 

coefficient analysis (Thompson et al., 2017). All correlation coefficients had a VIF score 

below 10, as seen in Table 2. Values lower than .10 and higher than 10 show high 

collinearity in the data (Gómez et al., 2016). The VIF values were within the acceptable 

parameters, showing no multicollinearity. 

Table 2 
 
Tolerance and VIF of Independent and Dependent Variables  

Variable Collinearity Tolerance Statistics VIF 

PMA 0.736 1.359
PMG 0.998 1.002
PMY 0.735 1.361

 
Outliers 

The seventh analysis was to check the data had no significant outliers and highly 

influential points. I evaluated outliers by reviewing Cook’s distance (see Table 3). If 

Cook’s distance is less than 1, then researchers do not have to remove outliers in their 

analysis (Menzel et al., 2017). Researchers can test to check for outlier’s in a multiple 

regression model by examining Cook’s distance that detects the presence of a significant 

point in the data (Eisazadeh et al., 2017). Table 3 illustrates the residual statistics from 

the multiple regression model. Based on the table, Cook’s range = 0.143 and a mean of 
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0.012, which is higher than three times the average. However, the maximum value 

(0.143) was less than 0.5, indicating that the variable did not have outliers that had undue 

influence on the model. The results showed normality was not violated. 

Table 3 
 
Residuals Statistics showing Cook’s Distance 

Minimum Maximum Mean 
Std 

Deviation 
N Minimum 

Cook’s Distance 0 0.143 0.012 0.023 105
 

I also conducted a G*Power post hoc analysis, as shown in Figure 4, because the 

sample size I originally proposed was different from what I received on my survey. On 

the survey, I received a total of 105 responses. G*Power post hoc analysis showed a 

99.96% confidence level at 105 sample size. 

Figure 4 
 
Random Model Function of Sample Size (Post Hoc Analysis) 
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Normality 

The eighth analysis and final assumption was to check if the residuals were 

normally distributed. Figure 5 shows the histogram of the regression standardized 

residuals to confirm normality was not violated. Normally distributed attributes reveal a 

perfect belled-shaped curve (Jeong & Jung, 2016). Figure 5 illustrates that the variable 

project manager’s success rate had a normal distribution described by the bell-shaped. 

Therefore, the model did not violate the normality assumption. 

Figure 5 
 
Scatterplot of Regression Standardized Residuals 

 

Additionally, Figure 6 shows the plot of a P-P scatterplot. Researchers identify 

normality and linearity violations by examining the distribution of the residual plots 

(Kozak & Piepho, 2018). I physically examined residual plots to identify if there were 

any violations of normality. I visually inspected the histogram, scatterplot, and normal 

probability to determine if relationships in the dispersion of the residual data points 
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existed. Similarly, I tested normality using the standard P-P plot whereby the dots align 

relatively on the diagonal straight lines, depicting that the data assumed normality. 

Therefore, the model did not violate the normality assumption. 

Figure 6 
 
Normality P-P Scatterplot 

 

Descriptive Statistics 

Table 4 includes the descriptive statistics for the four variables. PS had an average 

mean of .7752, PMA had an average mean of 2.24, PMG had an average mean of 1.50, 

and PMY had an average of 1.92. 

Table 4 
 
Descriptive Statistics showing Mean and Std Deviation 

Variable Mean Std Deviation N 

PS 0.77 0.119 105
PMA 2.24 0.838 105
PMG 1.5 0.502 105
PMY 1.92 0.958 105
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The survey included males and females, though I received more male participants 

(50.48%) than females (49.52%). Participants’ experience varied from 0 to above 20 

years. The majority of the respondents had between 0 and 5 years (40 %) of experience, 

followed closely by participants with between 6 and 10 years of work experience 

(37.14%). Nevertheless, some participants had between 11 and 20 years of working 

experience (13.3%), and 9.52% of the respondents revealed having more than 20 years of 

working experience. The ages of participants varied between 18 and 46. Most 

respondents were between 25 and 35 years of age (50.48%), whereas 23.81% of 

participants were between 36 to 45. The statistics also showed that 17.4% were between 

18 and 24 years, and 8.57% of the research participants were above 46. 

Table 5 illustrates the finding from Cronbach’s alpha examination. A Cronbach’s 

value of higher than .70 is considered reliable and satisfies the condition (Greco et al., 

2018). The study embraced Cronbach’s alpha value to examine the reliability of the 

collected questions from participants in the regression model. Since the test involved 13 

questions, the decision rule was acceptable because Cronbach’s alpha value was greater 

than 0.7. 

Table 5 
 
Reliability Statistics 

Cronbach’s 
Alpha 

Cronbach’s Alpha Based on 
Standardized Items 

N of 
items 

0.917 0.918 13
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Inferential Results 

According to Cohen (1988), a significance level of 0.05 is practical and realistic 

for a study. Researchers use multiple regression as a statistical method to predict the 

value or assess a relationship between a dependent variable based on the values of two or 

more independent variables (Halls & Randall, 2018). Using multiple linear regression, I 

determined that a significant relationship did not exist between the independent and 

dependent variables. 

The independent variables included PMG, PMY, and PMA. The dependent 

variable was PS. The null hypothesis was that no significant statistical relationship 

existed between PMG, PMY, PMA, and PS. The alternative hypothesis was that a 

significant statistical relationship existed between PMG, PMY, PMA, and PS. Table 6 

and Table 7 illustrate the model coefficients from the multiple regression analysis. 

According to Fauzi (2017), by convention, researchers should reject the null hypothesis 

(Ho) in favor of the alternative hypothesis (H1) when the P-value is below 0.05. 

According to Panagiotakos (2008), the p-value is used for hypothesis testing. I used a 

standard multiple linear regression analysis, α = 0.05 (two-tailed). For the independent 

samples t-test, I used SPSS to determine if a relationship existed between the variables. 

PMG was a dichotomous variable, so I had to conduct a moderation analysis. I 

conducted a regression test on males and females separately to check the significance 

value to confirm if PMG was a moderator. Researchers can practice the testing of a linear 

moderation hypothesis by using regression analysis by including each product 

independently of the other with the dependent variable (Hayes & Montoya, 2017). Based 
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on tables 6 and 7, the p-value for the predictor attributes is not significant because the p 

values were not less than α=0.05 for both males and females. If PMG were proven to be a 

moderator, the formula could be represented as PS = 0.826 + (-0.031PMA + 0.014PMY) 

+ (0.837 - 0.010PMA – 0.024PMY) or PS = - 0.041PMA - 0.010PMY - 0.001. 

Table 6 
 
Regression Analysis Summary for Predictors for females  

Female 
Unstandardized 

Coefficients 

Standardized 
Coefficients 

Beta
t sig 

Variable B SE Β β  
Constant 0.826 0.055 14.955 0.000

PMA -0.031 0.024 -0.194 -1.256 0.215
PMY 0.014 0.021 0.106 0.685 0.497
 

Table 7 
 
Regression Analysis Summary for Predictors for males  

Male 
Unstandardized 

Coefficients 

Standardized 
Coefficients 

Beta
t sig 

Variable B SE Β β  
Constant 0.837 0.043 19.423 .000 

PMA -0.010 0.022 -0.080 -0.463 0.645
PMY -0.024 0.020 -.0203 -1.184 0.242
 

I conducted a multiple regression analysis instead of an ordinal regression 

because the dependent variable was not ordinal and was a continuous dependent variable 

and was a numerical (ratio). PMG was a dichotomous variable and not a moderator. 

Males and females were not significant, as shown in Table 6 and Table 7. I conducted 

multiple regression with PMG included as part of the independent variables, which 
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included females and males. Males were coded as one and females as zero and ran a 

multiple regression test. Based on table 8, the p-value for the predictor attributes is not 

significant because the p values were not less than α=0.05. I rejected the alternative 

hypothesis (H1) and accepted the null hypothesis (Ho), implying that there was no 

statistical relationship between the dependent and independent variables. I conclude that 

PMG, PMY, and PMA in the IT industry do not predict PS. Multiple regression analysis 

indicated no statistically significant relationship (PS = - 0.016PMG - 0.002PMY - 

0.024PMA + 0.841). 

Table 8 
 
Regression Analysis Summary for Predictors 

 
Unstandardized 

Coefficients 

Standardized 
Coefficients 

Beta
t p 

Variable B SE Β β  
Constant 0.841 0.036 23.198 .000 

PMA -.024 .016 -.165 -1.444 .152 
PMY -.002 .014 -.020 -.174 .862 
PMG -.016 .023 -.066 -.675 .501 
 

Table 9 shows the value of R2 in multiple regression SPSS outputs. Predictors 

were constant, included PMG, PMY, and PMA. I interpreted the coefficient of 

determination, R2. The value of R2 shows how much the independent variables explain 

the dependent variable (Owen & Prieur, 2017). R2 falls between 0 and 1, where the value 

1 means a strong relationship exists between the variables (Zhang, 2017). R2 gives the 

proportion of variation in the dependent variable that can be explained by the 

independent variables (Hamilton et al., 2015). According to Kumari and Yadav (2018), 
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when R2 is 1, there exists a perfect linear relationship, and the closer R2 is closer to 0, 

the weaker the relationship. The value of R2 showed a value of 0.035, which indicates 

that only 3.5 % of the variation in PS being the dependent variable can be explained by 

the variation in the independent variables being PMG, PMY, and PMA. 

Table 9 
 
Model Summary (R2 value) 

Model R R Square 
R Square 
Adjusted 
R square

Std Error 
of the 

estimate  
1 0.188 0.035 0.007 0.11941 
 

After analyzing table 8 and table 9, I concluded that PMG, PMY, and PMA do not 

predict PS. The results showed no relationship existed between the variables. Thus, I 

rejected the alternative hypothesis (H1) in favor of the null hypothesis (H0), implying 

that there was no statistical relationship between the dependent and independent 

variables. I conclude that PMG, PMY, and PMA in the IT industry do not predict PS in 

the IT industry at a 95% confidence level. 

Analysis Summary 

The purpose of this study was to examine if a relationship exists between PMG, 

PMY, PMA, and PS. I used a standard multiple linear regression and independent 

samples to examine the ability of PMG, PMY, PMA to predict PS. Organizations hiring 

project managers' in the IT industry cannot rely on these variables to predict PS. After 

conducting the statistical tests, I rejected the alternative hypothesis (H1) in favor of the 

null hypothesis (Ho), implying no statistical relationship exists between the dependent 
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and independent variables. PS cannot be predicted by PMG, PMY, PMA in the IT 

industry. 

Theoretical Discussion of Findings 

The theoretical foundation of this study was the CSFs theory. According to 

Baccarini (1999), success criteria should be project-specific, and a core project 

management concept. The importance of determining factors to understand PS was 

carried out by the PMI, and the causes of success and failure on projects have been the 

theme in many types of research (Shenhar et al., 2002). According to Parson (2020), 

project managers' characteristics have been identified as a critical component of CSFs in 

managing projects and achieving PS. 

Hekman et al. (2017) examined the influence of genders and PS on projects and 

showed that either gender is likely to achieve PS. The scholars showed that PS was 

different for male and female gender, but they were likely to achieve similar results. This 

study results aligned with Hekman et al. (2017), in which this research findings showed 

that PS was not contingent on PMG. The results showed that males and females can 

achieve similar results and was not a critical factor that impacts PS. Gunter (2020) 

researched the relationship between project managers' competencies and PS, and the 

results showed a significant positive predictive relationship between both variables. My 

research involved PMG, PMY, PMA, which are not related to project managers' 

competencies, which could have had different results if I had included competency as a 

dependent variable. 
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Levý (2020) researched project managers' leadership and PS. This study's 

theoretical framework encompassed several theories to understanding the relationship 

between leadership, project managers, and PS. The findings of this research showed 

leadership in project managers had a weak relationship with PS. According to Brière et 

al. (2015), project managers with higher years of experience could achieve desirable 

project outcomes compared to project managers with fewer years of experience. The 

findings of Brière et al. showed that PMY was not a factor that predicts PS in IT projects. 

Hoxha and McMahan (2019) evaluated the effect of the PMA on PS, and the study 

showed that older project managers, compared to younger ones, focus on project control, 

and concluded that PMA does not have a critical negative impact on PS. The findings of 

this research confirm the findings of Hoxha and McMahan, showing that the PMA does 

not predict PS. 

Applications to Professional Practice 

Project failure can be extremely damaging and costly for many organizations. 

This study’s resulting data did not show a relationship between PMG, PMY, PMA, and 

PS. Project sponsors should not justify, hire, and target potential project managers based 

on PMG, PMY, and PMA to predict PS. Projects are critical to the sustainable growth 

and survival of businesses (Biloslavo et al., 2018). PS is crucial to overall organizational 

success (Ekrot et al., 2016). Project managers have a significant role in the success of 

projects (Ekrot et al., 2016; Sadeghi et al., 2014). Despite the availability of upskilling 

project managers, many organizations continue to realize an increased failure on projects 
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(Jorgensen & Yamashita, 2016). According to Benoy and Gracias (2015), PMY was not a 

core factor that had a relationship with PS. 

Statistically proven findings from this study can provide new insights for 

researchers and practitioners on the holistic implications of the self-efficacy theory in the 

project management environments. Organizations should not count on the PMG, PMY, 

and PMA to hire managers. There was no relationship between the linear combination of 

the elements of PMG, PMY, PMA, and PS, and the data showed PS was achieved by 

project managers’ irrelevant of their age, experience, and gender. 

Implications for Social Change 

The implications for social change include the potential to maintain or increase 

employment for project managers in the IT industry. Another implication is to promote 

better IT services to the community by improving PS rates on projects. Understanding 

there is no relationship between PMG, PMY, PMA, and PS in the IT industry may enable 

project sponsors to select the right project manager to complete community critical IT 

projects by focusing on other project manager’s characteristics that predict PS. Other 

implications include spreading a sense of equality among project management job 

seekers as the selection process will not include project manager’s characteristics that do 

not predict PS; hence, the rejected project managers will understand that they were not 

rejected because of their PMG, PMY, and PMA values as these variables do not 

contribute to PS. Employing the right project manager reduces the risks of project failure 

that can benefit organizations by saving cost on projects and increasing employment for 
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IT project managers. Organizations hiring the right project manager can also successfully 

deliver IT infrastructure and on time to communities that need it the most. 

The implications for social change include the opportunity for members of the 

community to work as independent IT contractors to provide outstanding service to IT 

organizations. This would include project managers who are unemployed or females who 

can increase their income and reduce the burden on social service programs, especially 

for single moms who could access home-based businesses. With COVID-19 and the 

struggle of many project managers searching for jobs, this could potentially open doors to 

find permanent or contractual work in other service areas and the opportunity to engage 

with industry leaders working in IT. 

Recommendations for Action 

The purpose of this quantitative correlational study was to examine if a 

relationship exists between PMG, PMY, PMA, and PS. The population of the study 

consisted of (a) project managers that were 18 years or older at the time of the survey, (b) 

project managers that have completed projects in the IT industry, and (c) project 

managers from the United States. The survey included a mix of males and females. The 

males were 50.48%, while the females were 49.52%. Participants involved in the survey 

were a total of 105. I conducted a multiple regression analysis to analyze the data. The 

findings led me to accept the null hypothesis because there was no statistically significant 

relationship between the independent variables, PMG, PMY, PMY, and the dependent 

variable, PS. After conducting the research, I have gathered a few recommendations that 

would benefit the business practice. 
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The publication of this study may add to the business practice that project 

managers’ age, experience, and gender do not predict PS. Researchers can conclude that 

these features of project managers do not affect PS when conducting similar research. 

Many project sponsors can eliminate these factors from the required characteristics when 

recruiting for project managers. Project stakeholders and business leaders can have peace 

of mind when hiring project managers by not relying on a specific age, experience, or 

gender. Project team members can confirm that the gender, age, or experience of project 

managers they work with do not predict PS. Many employees change jobs to work for 

project managers with a specific age or gender, thinking the rate of PS is increased. The 

research can reduce employee turnover by bringing awareness to employees across IT 

organizations that PMG, PMY, and PMA do not predict PS. I intend to present the 

findings of the study to many organizations. I intend to publish this study in the ProQuest 

dissertation database. Additionally, I may present the findings of the study at relevant 

meetings, gatherings, and events. 

Recommendations for Further Research 

My recommendation for further researchers is to study different disciplines of 

project management. This research focused only on project managers working in the IT 

industry. Researchers may conduct other studies to understand the core issues of why 

projects fail. Researchers can also conduct a similar study with similar variables and 

apply them to other industries, such as mining or construction, to determine if they 

predict PS. The second recommendation includes targeting different countries. This 

research only focused on participants located in the United States. Including other 
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countries in a study could result in different conclusions. I recommend further 

investigation of various factors that could hinder PS, such as technology, skills, education 

level, income, culture, or location. 

Because this study only relied on an online survey, I had no interaction with 

participants to understand their perspective based on the questions related to PS. The 

issue I faced conducting my research is the limitation of using the online survey. The 

study was limited to participants that had access to a computer. Participants were 

anonymous, and I could not contact them and make possible corrections and confirm the 

extent of the accuracy of the answers, which possibly resulted in some of the data 

obscured and inaccurate. To address these limitations, researchers can conduct a mixed-

method approach to obtain in-depth information, knowledge of the problem and provide 

rich datasets (Täuscher & Laudien, 2018). I recommend researchers to conduct a mixed 

study quantitative and qualitative combined to include interviewing project managers and 

understanding concerns, opinions, and feedback and having more in-depth information on 

participants. 

Researchers must demonstrate that their studies are credible and reliable. 

According to Moon (2019), researchers can increase the findings’ reliability and 

credibility through the triangulation method and enhance the research data quality. The 

second limitation was that the project manager needed to spend the time required to 

complete the survey and reveal information that would enhance the research data quality. 

I recommend researchers to use another instrument that takes participants less time to 
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complete. An instrument that includes fewer questions and less time increases the 

willingness of participants to reveal quality information. 

Reflections 

My experiences and shortcomings as a project manager prompted my interest in 

project management because I wanted to make a change in the IT industry. Along the 

journey, I faced many challenges associated with this research. After much research 

before I conducted this study, I realized there is a serious gap in the industry that needs 

attention. Many organizations hire project managers without understanding how to 

achieve PS by hiring the right project manager. Through the findings of this research, 

organizations can recruit project managers and not rely on a specific age, years of 

experience, or gender because these variables do not predict PS. 

Initially, I had a bias towards project managers with less than 5 years of 

experience, which I determined to exclude as participants in this research. Researchers 

should provide detailed information, and trustworthiness is the perceived motivation to 

make valid assertions without bias (Yin et al., 2016). After going back and forth with my 

professor and chair, I reduced the bias by including project managers with different years 

of experience. My research was quantitative, and I tried to reduce bias towards 

participants throughout the study. The research required a high level of intellectual 

maturity and critical thinking. I also enhanced my skills; I learned to be proactive and 

patient. The knowledge and experience gained through this process were both exciting 

and rewarding. I wish to proceed in research and conduct similar research on issues 
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related to the project managers in different industries and apply a quantitative 

methodology to understand how PS varies across the various industries. 

Conclusion 

The purpose of this quantitative correlational study was to examine the 

relationship between PMG, PMY, PMA, and PS in the IT industry. The predictor 

variables were project PMG, PMY, and PMA. The criterion variable was PS. The target 

population consisted of project managers located in the United States from the IT 

industry. The research question was, what is the relationship, if any, between PMG, 

PMY, PMA, and PS in the IT industry? I used the quantitative method to determine if a 

relationship exists between PMG, PMY, PMA, and PS. Based on the results of my 

research, I concluded that a relationship does not exist between PMG, PMY, PMA, and 

PS. Because the findings did not show a relationship between the variables, many 

organizations can comfortably hire IT project managers and not rely on PMG, PMY, and 

PMA. Project sponsors can also have peace of mind that these variables do not predict 

PS. 
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Appendix B: Demographic Questionnaire 

 
Please indicate your gender: 

o Male  
o Female 

Please select the category that includes your age: 
o 18 -24  
o 25 -35 
o 36- 45 
o Above 46 

Please indicate years of experience: 
o 0 -5 years 
o 6 to 10 years 
o 11 to 20 years 
o More than 20 years 
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