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The Effect of Gender, Ethnicity, and Income on College Students’ Use of Communication Technologies

Reynol Junco, D.Ed.,1 Dan Merson, M.A.,2 and Daniel W. Salter, Ph.D.3

Abstract

Because campus officials are relying on personal communication technologies to communicate with students, a question arises about access and usage. Although communication technologies are popular among college students, some evidence suggests that differences exist in ownership and use. We examined patterns of student ownership and use of cell phones and use of instant messaging, focusing on three predictors of digital inequality: gender, ethnicity, and income. Logistic and hierarchical linear regression analyses were used to analyze results from 4,491 students. The odds that female and white students owned cell phones were more than twice as high as for men and African-American students. Students in the $100,000–$149,000 per year income bracket were more than three times as likely to own a cell phone than those from the median bracket. However, being female, African-American, and/or from the highest income brackets was positively predictive of the number of text messages sent and the amount of time spent talking on a cell phone per week. We found no differences between students on the use of instant messaging. Implications of these results, as well as areas for further research, are provided.

Introduction

Recent emergencies and tragic events on college campuses have highlighted the need for effective and immediate communication with students and staff.1–3 Increasingly, school officials are using electronic communication strategies (e.g., campus-wide texting, computer-generated voice mail) to assure that accurate information is dispersed quickly. Importantly, even though student use of technology has rapidly increased, campus officials should remain mindful that students are not a homogenous group of users. In this study, we examined patterns of student use of communication technology, focusing specifically on three of the commonly recognized predictors of digital inequality: gender, ethnicity, and income.4–6

Communication technologies on campus

Communication technologies come in a variety of forms and are quickly becoming ubiquitous among college students. Appreciably, almost all students own or have access to computers on campus.7–9 The vast majority of students also own a cell phone, many of whom have no landline number.7,10 Other hardware items, such as digital music players, are increasingly prevalent. Phone and computer technologies are now merging with video, as seen in the increased use of technologies such as Skype, which reports over 300 million users worldwide (http://www.skype.com). Most recently, the “smart phone” (e.g., iPhone, Blackberry, or Palm) has emerged as a single device to replace all the others, and is poised to change the communication landscape yet again.11 These new hardware items allow students to communicate in new and novel ways, and to be connected to the Internet more than the general population.12 College students consult Wikipedia,13 play online games, own blogs, and download music more than individuals from earlier generations.7,14,15 Their styles of communication may be evolving as well.16 Instead of e-mail, which is less immediate and personal, many students now prefer to communicate with their peers through instant messaging (IM), text messaging, and/or social-networking sites (e.g., Facebook, MySpace), all of which are becoming integrated into sites like Twitter (which allows texting-based micro-blogging or “tweets”).7,16 Websites like YouTube and Flickr have pushed these boundaries even further by offering an easy method to incorporate user-generated photos and video. A new shorthand language has emerged (e.g., BRB, LOL, OMG), and all of these patterns are becoming increasingly integrated into students’ digital lifestyles.7,16

Many campus officials and educators have been quick to embrace the opportunities presented by these technologies,
and have done so in a number of ways. Not only do they prepare students to live and work within a technological world, these newer technologies can be used to enhance student engagement and improve learning outcomes.16–19 For example, Apple’s iTunes University (http://www.apple.com/itunesu/) allows students to download lectures onto an MP3 player to listen to as they walk to class.20 Recent campus emergencies have revealed how the “instant” quality of these newer communication strategies is also a key component of safety and security.21 Nowadays, at the touch of a button, a detailed voice mail or text message can be sent to all faculty, staff, and students in a matter of seconds, and received on any number of mobile devices. A question arises, however, as to whether everyone gets the message.

Digital inequalities on campus

As compared to other societal groups, college students tend to be some of the heaviest users of technology.12,14,21 Yet educators should be aware that important inequalities in technology use may still exist between subgroups of students, which reflect the broader sociocultural strata in society.5 We conceptualize these inequalities along two dimensions: (a) a digital divide in access to or use of technology, and (b) digital inequalities in how technologies are used.5,6 Differences in the level of usage have been found in members of ethnic-minority groups,5,6,22,23 women,24–26 and individuals from lower socioeconomic levels.5,6,23,27,28 This important research on access has almost exclusively focused on computers and the Internet, however, and has rarely addressed the communication technologies that are increasingly popular with college students (for an exception, see Hargittai6). Hence, for this study, we examined three of the key predictors of digital inequality in both ownership and use of communication technologies.

Gender. Although the original gender gap in computer and Internet use appears to have narrowed to the point of nonexistence,5,6,22,23 studies suggest that men and women use these technologies in different ways.21,29,30 For example, adolescent girls (aged 15–17) are slightly more likely than boys to use home computers for e-mail, word processing, and completing school assignments as opposed to connecting to the Internet, creating spreadsheets or databases, using graphics and design software, managing household records or finances, or playing games.21 Although time spent online is about equal for both genders, more female college students use the Internet for e-mail29,30 and to conduct academic research than males.29,31 Male college students are also more likely to research purchases, look for news, and play games online.29 Related research has suggested that, in general, women are more likely to use the Internet for interpersonal communication, while men are more likely to use it for entertainment and to shop online.21,26,32

Ethnicity and income. In many fundamental ways, digital inequalities could be considered to be a result of the larger income divide in society. Although many students own a computer, some students do not. Hence, they must use them in campus labs, which results in a different user experience that may have implications for technology skills.5 Furthermore, income and ethnicity are so intricately intertwined in US society that it makes separate discussions of these vari-

ables difficult.33,34 For example, white and Asian students are more likely to use computers and the Internet than their counterparts, partially because of the disproportionate resources available to them at school and at home, and partially because of cultural and societal influences that encourage their use of technology and discourage use by students of other ethnicities.6,7,23,27,28,35,36 Because of their interrelatedness, these two variables are worth considering for studies of college-student use of technology.1

A focus on communication technologies

Most research into aspects of digital inequality has concerned Internet access and computer use but has not addressed newer communication technologies currently being used by students. In this study, we begin to remedy this oversight by examining students’ electronic communication patterns related to cell-phone use, text messaging, and IM, and identifying any differences in access and use based on gender, ethnicity, and income. Clarifying those differences should help higher-education researchers, staff, and administrators better understand how students interact with the university and with each other.

Cell phones. University administrators have started to recognize the impact and potential of cell phones as a communication device.1,16 The vast majority of students (94%) report owning one, and many (42%) have no landline number.7 Not only do cell phones allow one-to-one voice communication, the newer smart mobile devices also provide text messaging, web browsing, calendaring, data storage and retrieval, e-mailing, music listening, and even television viewing—all in a single device. In the next few years, these mobile devices are “likely to have a large impact on teaching, learning, or creative expression within higher education.”37 Important to this research, cell-phone service is not particularly cheap and, hence, may correlate with income, especially when data plans are added to or bundled with voice service. Further, as noted above, emerging research suggests that technology that supports increased social interaction tends to be used more frequently by women.

Texting and instant messaging. Both messaging strategies rely on short text messages sent between users in real time, as opposed to the typically longer and asynchronous messages exchanged through e-mail. IM is the equivalent of a text-based conversation or chat between individuals on computers, using various Web sites, applications, or service providers (e.g., Facebook, Myspace, Adium, Yahoo, AOL, MSN, Skype, Google), although voice and video may be used as well. When logged into the service on their computers, students’ IM clients have the additional ability to show their buddy lists, which provide information on the availability of their contacts. In contrast, texting relies on the instantaneous communication of a short text message (no more than 160 characters) between cell-phone devices through Short Message Service (SMS) gateways. Although slightly more asynchronous than IM, a text message appears immediately on a digital phone, which a student is more likely to carry than their personal computer. In both cases, students must purposefully share their contact information with others in order for these messaging processes to work.
An exploration of these communication strategies is important to understanding the current user climate on campus, as 75% of students have reported using IM, and they typically spend as many as 80 minutes a day in these conversations. When students do use e-mail, it is mainly for “business” and class-related purposes. Only 5% of students reported using chat or IM to communicate with professors, who tend to rely more heavily on e-mail for correspondence. College students also use text messaging frequently, with 57% reporting that they text messaged at least once a day, and 7.1% reporting that they text messaged more than seven times a day.

Research questions and hypotheses

Administrators, staff, and faculty must be able to contact and communicate with students. Typed, paper letters are no longer as tenable on college campuses, so these university agents try to connect with students via e-mail. Unfortunately, because of issues that include the increasing amounts of unsolicited e-mails and the perceived slowness, students have even begun to eschew e-mail as well. As a result, university agents are turning to more immediate forms of electronic communication, such as text messaging and IM, that are also more informal and social in nature. Access and use of these personal forms of technology are far from universal within the student population, and may also be reflective of the larger digital divide in society. For instance, a recent study within the student population, and may also be reflective of the larger digital divide in society. For instance, a recent study by the Pew Internet and American Life Project found that African-Americans had less access to the Internet on laptop and desktop computers; however, they used the Internet on mobile devices at higher rates than whites, which may offset access inequities.

This study focuses on how patterns of college students’ use of communication technology (specifically cell phones, text messaging, and instant messaging) and their ownership of cell phones can be predicted by gender, ethnicity, and income. As suggested by previous research and emerging trends, we hypothesize that women will use these particular communication technologies more than men. Further, white and Asian-American students are hypothesized to use communication technologies more than students of other ethnicities. Finally, we hypothesize that students’ household income will be predictive of their use of communication technologies. The same patterns are expected of cell-phone ownership.

Method

Participants

Administrators (n = 37) who attended a higher-level administrators’ roundtable at a national conference were asked if they would be willing for their institutions participate in a study examining technology usage among college students, and four administrators agreed to participate. All students at two universities and then randomly selected samples (because of procedural concerns, such as sending out too many e-mail requests for research participation in one semester) of students at the two other institutions were surveyed (N = 38,345). All four universities were large, four-year, public-research institutions. Three of the institutions were primarily nonresidential. Two institutions were located in the southeastern United States, one was in the Midwest, and one was in the southwestern United States. Students were contacted through their on-campus e-mail accounts and were sent a link to a survey hosted on SurveyMonkey.com, a commercial survey-hosting Web site. Two additional reminders were sent, each a week apart with no incentives given for participation. There were 4,491 responses, giving an overall response rate of 11.7% (missing data discussed below).

Survey development

A multi-step process was used to create the survey of student technology use. Qualitative data from three years of student interviews and focus groups collected by the principal investigator were reviewed and compared to the Pew Internet and American Life Project surveys, as well as Mastrodicasa and Kepic’s survey of college-student technology use. Questions were then developed that focused on college-student technology use in the areas of: cell phones, Facebook, MySpace, blogs, and IM. After a draft was developed, two groups of 15 college students were asked to review the survey and provide feedback. This feedback was used to refine the survey further, which was then pilot tested with another group of 25 students. The survey was revised once more and was sent to higher-education faculty and staff for input. Lastly, feedback from faculty and staff was integrated into the final version of the survey, which contained 56 questions.

We analyzed seven questions from the survey. We asked students to report their gender, whether they owned a cell phone, whether they owned a computer, and their ethnic background (Asian-American, Caucasian, African-American, Native American, Latino-American, or Other). We collapsed the Native American and Other categories due to an extremely low percentage of Native Americans in the sample. The question about parental income included choices for: less than $9,999; $10,000–$14,999; $15,000–$24,999; $25,000–34,999; $35,000–$49,999; $50,000–$74,999; $75,000–$99,999; $100,000–$149,999; $150,000–$199,999, and $200,000 and above. Students were asked how many hours and minutes per week they used their cell phones and IM (which were converted to minutes per week) and how many text messages they sent each week.

Procedure

Students were contacted through their on-campus e-mail accounts during the fall 2006 and spring 2007 semesters. Students were sent a link to a survey hosted on SurveyMonkey.com, a commercial survey-hosting Web site. Students logged onto the survey site and entered their answers. The data were downloaded in raw form, screened for anomalies, and analyzed using PASW 17.0 statistical software (SPSS, Inc., Chicago, IL). The categorical data were recoded to reflect a numerical scale (e.g., those who responded that they were Asian-American were coded as “1”) for use in the regression analyses.

Missing data

Missing cases were noted for variables addressing whether students owned a computer, how much they communicated via cell phones and IM, and many of the demographics. Only two respondents did not indicate whether or not they owned a cell phone. We conducted a full missing-data analysis and
determined that all of the cases that were missing data regarding owning a computer (714) were also missing information on the demographic variables. After reviewing the raw data and the survey itself, we determined that respondent attrition was the cause. The measures in question were at the end of the survey, those who respondents did not complete. Because all of the same cases were missing data on the same variables, we decided to drop those cases, effectively running the regressions with listwise deletion. The full missing-data analysis is available from the authors upon request.

Data analyses

Descriptive and inferential statistics illustrate the characteristics of students’ technology use, as well as what factors influence such use. We conducted hierarchical (blocked) ordinary least squares (OLS) linear regression analyses to determine which factors influence technology use. For these analyses, we used blocked regression to assess the contribution of each set of variables to the model. The blocks, in order, were: income, ethnicity, and gender. Because OLS regression is a poor choice when the outcome variable is dichotomous, we used logistic regression to analyze technology ownership. Because the measures of kurtosis for the cell-phone use, text messaging, and instant messaging variables were unacceptable, we conducted a natural log transformation of those variables to use in the OLS regression analyses.

Results

Descriptive statistics

The mean age of the respondents was 23.06 years with a standard deviation of 6.818 and a range of 17–63. Women comprised 62% of respondents, and men 38%. The sample was disproportionately white (77%), but also included African-Americans (7%), Latino-Americans (7%), Asian-Americans (3%), and 7% of respondents reporting their ethnicity as other. When discussing income, 3.5% of students said they were in the less than $9,999 per year income bracket, 2.5% in the $9,999–$14,999 bracket, 5% in the $15,000–24,999 bracket, 8.3% in the $25,000–34,999 bracket, 12.9% in the $35,000–49,999 bracket, 22.8% in the $50,000–74,999 bracket, 17.1% in the $75,000–99,999 bracket, 16.1% in the $100,000–149,999 bracket, 6.5% in the $150,000–199,999 bracket, and 5.4% in the $200,000 bracket. Lastly, 97% reported that they owned a cell phone and 97% reported that they owned a computer. The demographics of our sample were representative of the demographics of the students at the institutions surveyed.

Cell-phone ownership and usage

The results of the logistic regression analysis indicated differences among gender, ethnicity, and income in the ownership of cellular telephones (LR \( \chi^2 \text{(14)} = 61.577, p < 0.001 \)), with a goodness-of-fit Nagelkerke \( R^2 \) of 0.09 (Table 1). African-Americans were less likely to own a cell phone than white students, and male students had a lower chance of owning a cell phone than women. Students from the lowest parental income level (<$9,999 a year) were less likely to own a cell phone than those from the $50,000–74,999 bracket (the median bracket). In addition, students from the $100,000–149,999 bracket were more likely to own a cell phone. The reference categories were female, white students, and students from the $50,000–74,999 bracket.

The coefficients and odds ratios listed in Table 1 indicate the effect of a change in each estimator on the probability (or odds) of a student owning a cell phone. The unstandardized coefficients listed in the table may be interpreted similarly to those produced by linear-regression methods, but, because of the nature of the logistic-regression equation, the results are in terms of log odds. For example, being a member of the lowest parental income bracket reduces by 1.09 units the log odds of a student owning a cell phone. Such descriptions are difficult to interpret. Therefore, it can be easier to understand logistic-regression results that are reported in terms of odds ratios.

Odds ratios are the comparison of the probability of one event occurring versus another. One may use odds ratios to report effect size in a similar manner to the regression coeffi-

<table>
<thead>
<tr>
<th>Independent variables</th>
<th>( \beta )</th>
<th>SE</th>
<th>( z )</th>
<th>OR</th>
<th>Inverse OR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>-0.814</td>
<td>0.220</td>
<td>13.708***</td>
<td>0.443</td>
<td>2.257</td>
</tr>
<tr>
<td>African-American</td>
<td>-0.744</td>
<td>0.314</td>
<td>5.629*</td>
<td>0.475</td>
<td>2.105</td>
</tr>
<tr>
<td>Latino-American</td>
<td>0.215</td>
<td>0.441</td>
<td>0.237</td>
<td>1.239</td>
<td></td>
</tr>
<tr>
<td>Asian-American</td>
<td>0.157</td>
<td>0.609</td>
<td>0.067</td>
<td>1.170</td>
<td></td>
</tr>
<tr>
<td>Other ethnicity</td>
<td>0.264</td>
<td>0.447</td>
<td>0.348</td>
<td>1.302</td>
<td></td>
</tr>
<tr>
<td>&lt;$9,999</td>
<td>-1.086</td>
<td>0.410</td>
<td>7.005**</td>
<td>0.338</td>
<td>2.959</td>
</tr>
<tr>
<td>$10,000–$14,999</td>
<td>-0.647</td>
<td>0.521</td>
<td>1.546</td>
<td>0.524</td>
<td></td>
</tr>
<tr>
<td>$15,000–$24,999</td>
<td>-0.611</td>
<td>0.413</td>
<td>2.193</td>
<td>0.543</td>
<td></td>
</tr>
<tr>
<td>$25,000–$34,999</td>
<td>0.038</td>
<td>0.422</td>
<td>0.008</td>
<td>1.039</td>
<td></td>
</tr>
<tr>
<td>$35,000–$49,999</td>
<td>-0.472</td>
<td>0.319</td>
<td>2.200</td>
<td>0.624</td>
<td></td>
</tr>
<tr>
<td>$75,000–$99,999</td>
<td>0.751</td>
<td>0.418</td>
<td>3.222</td>
<td>2.118</td>
<td></td>
</tr>
<tr>
<td>$100,000–$149,999</td>
<td>1.211</td>
<td>0.500</td>
<td>5.859*</td>
<td>3.357</td>
<td></td>
</tr>
<tr>
<td>$150,000–$199,999</td>
<td>3.495</td>
<td>1.027</td>
<td>3.495</td>
<td>6.818</td>
<td></td>
</tr>
<tr>
<td>&gt;$200,000</td>
<td>2.959</td>
<td>0.746</td>
<td>2.031</td>
<td>1.289</td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>3.795</td>
<td>0.254</td>
<td>222.756***</td>
<td>44.472</td>
<td></td>
</tr>
<tr>
<td>Likelihood ratio ( \chi^2 )</td>
<td>61.577***</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\*p < 0.05; **p < 0.01; ***p < 0.001.
in cell-phone use than income. The results indicate that ethnicity accounted for more of the variability in cell-phone use than income.

For example, the negative effects of gender and low parental income listed above can be compared to the positive effects of high parental income by taking the inverse of the OR for predictors with negative coefficients (Table 1). So, the negative effect on the odds of owning a cell phone of being a male (2.257) is less than that of having parents in the lowest income bracket (2.959), while both are lower than the positive effects of having parents in the $100,000–$149,999 income bracket (3.357). Inverse odds ratios were only calculated for significant estimators.

Table 2 shows the summary of the regression analysis for number of text messages sent per week. The $100,000–$149,999, $150,000–199,000, and $200,000+ household-income levels were significant predictors of texting. In addition, being a female student was positively associated with the number of text messages sent per week, as was being African-American. The reference categories were female, white students, and students from the $50,000–$74,999 bracket. The hierarchical regression results indicated that gender and the combination of income and race contributed equally to predicting students' text messaging.

Discussion

Arguably, cell phones have become pocket-size "mobile computers" that provide similar technological access and service. Students can lead a digital lifestyle almost 24-7 if they so choose. These advantages are not lost on campus officials, who now rely on this immediacy and ubiquity when communicating with constituents. Decades of research on digital inequality urges a measured approach, however, as important differences may still persist.\textsuperscript{5,6,22–30,32,48} In this study, we examined a few of these newer communication technologies and practices available to students, which have direct relevance to campus strategies for disseminating information.

Before discussing the results, one overall aspect of this study is worth noting. Although the logistic regression analysis and

<table>
<thead>
<tr>
<th>Independent variables</th>
<th>Block 1: Parental income $\beta$</th>
<th>Block 2: Ethnicity $\beta$</th>
<th>Block 3: Gender $\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$&lt;9,999$</td>
<td>0.004</td>
<td>-0.011</td>
<td>-0.011</td>
</tr>
<tr>
<td>$10,000–$14,999$</td>
<td>0.003</td>
<td>-0.005</td>
<td>-0.001</td>
</tr>
<tr>
<td>$15,000–$24,999$</td>
<td>0.020</td>
<td>0.008</td>
<td>0.011</td>
</tr>
<tr>
<td>$25,000–$34,999$</td>
<td>0.039</td>
<td>0.027</td>
<td>0.031</td>
</tr>
<tr>
<td>$35,000–$49,999$</td>
<td>0.038</td>
<td>0.029</td>
<td>0.029</td>
</tr>
<tr>
<td>$75,000–$99,999$</td>
<td>-0.001</td>
<td>0.003</td>
<td>0.008</td>
</tr>
<tr>
<td>$100,000–$149,999$</td>
<td>0.015</td>
<td>0.019</td>
<td>0.034</td>
</tr>
<tr>
<td>$150,000–$199,999$</td>
<td>0.024</td>
<td>0.030</td>
<td>0.041*</td>
</tr>
<tr>
<td>$&gt;200,000$</td>
<td>0.059**</td>
<td>0.064***</td>
<td>0.080***</td>
</tr>
<tr>
<td>African-American</td>
<td>0.144***</td>
<td>0.129***</td>
<td>0.102***</td>
</tr>
<tr>
<td>Latino-American</td>
<td>0.055**</td>
<td>0.062***</td>
<td>0.086***</td>
</tr>
<tr>
<td>Asian-American</td>
<td>0.008</td>
<td>0.014</td>
<td></td>
</tr>
<tr>
<td>Other ethnicity</td>
<td>-0.005</td>
<td>0.002</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>-0.218*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adjusted $R^2$</td>
<td>0.002</td>
<td>0.022***</td>
<td>0.069***</td>
</tr>
</tbody>
</table>

$\beta$ = Beta, the standardized regression coefficient. *$p < 0.05$; **$p < 0.01$; ***$p < 0.001$. 
Independent variables

<table>
<thead>
<tr>
<th>Income Bracket</th>
<th>Block 1: Parental Income</th>
<th>Block 2: Ethnicity</th>
<th>Block 3: Gender</th>
</tr>
</thead>
<tbody>
<tr>
<td>$&lt;9,999</td>
<td>−0.026</td>
<td>−0.029</td>
<td>−0.029</td>
</tr>
<tr>
<td>$10,000–$14,999</td>
<td>0.037</td>
<td>0.035</td>
<td>0.035</td>
</tr>
<tr>
<td>$15,000–$24,999</td>
<td>0.040</td>
<td>0.035</td>
<td>0.035</td>
</tr>
<tr>
<td>$25,000–$34,999</td>
<td>−0.009</td>
<td>−0.014</td>
<td>−0.013</td>
</tr>
<tr>
<td>$35,000–$49,999</td>
<td>0.050*</td>
<td>0.048</td>
<td>0.046</td>
</tr>
<tr>
<td>$75,000–$99,999</td>
<td>0.023</td>
<td>0.023</td>
<td>0.027</td>
</tr>
<tr>
<td>$100,000–$149,999</td>
<td>0.063*</td>
<td>0.064*</td>
<td>0.073**</td>
</tr>
<tr>
<td>$150,000–$199,999</td>
<td>0.047</td>
<td>0.048</td>
<td>0.053*</td>
</tr>
<tr>
<td>$200,000+</td>
<td>0.108***</td>
<td>0.111***</td>
<td>0.120***</td>
</tr>
<tr>
<td>African-American</td>
<td>0.060*</td>
<td>0.055*</td>
<td></td>
</tr>
<tr>
<td>Latino-American</td>
<td>0.018</td>
<td>0.022</td>
<td></td>
</tr>
<tr>
<td>Asian-American</td>
<td>−0.039</td>
<td>−0.040</td>
<td></td>
</tr>
<tr>
<td>Other ethnicity</td>
<td>−0.018</td>
<td>−0.015</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>−0.115***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adjusted $R^2$</td>
<td>0.011***</td>
<td>0.015***</td>
<td>0.028***</td>
</tr>
</tbody>
</table>

β = beta, the standardized regression coefficient. *p < 0.05; **p < 0.01; ***p < 0.001.

two of the three linear regression analyses produced statistically significant results, only a small proportion of the variance was explained; certainly, there was little variance that needed to be explained. As was seen in the descriptive data, most students (97%) reported owning a cell phone, which bodes well for future reliance on them. Therefore, it is understandable that only 2.8% (in the text-messaging model) and 7% (in the talking-on-the-cell-phone model) of the variances were predicted. However, the large sample size did allow us to detect subtle differences in this group of students, which may have some implications to higher-educational practice. And, unlike computer labs for students who do not own a computer, universities may not feel obligated to provide mobile phones to students who are unable to obtain one.

Consistent with previous research findings on digital inequality and our own expectations, differences were found in cell-phone ownership and use by gender, by individuals from lower income backgrounds, and by minority students. Female students and white students were more than twice as likely as men and African-American students respectively to own a cell phone. Expectedly, given the costs of the phones and plans, the odds that a student from the lowest income bracket (household income < $9,999 per year) owned a cell phone were one third that of a student from the median income bracket, while students from the $100,000–149,000 income bracket were more than three times as likely to own one than those from the median bracket.

We also found differences in how technology was used by members of different ethnic groups, by gender, and by students from different income brackets. Being female, African-American, or from families earning $100,000 per year or more each were positive predictors of the number of text messages sent per week. A similar pattern was found for the regression model predicting the amount of time that students spoke on their cell phones. Being female, African-American or Latino, or from the $150,000–199,999 or the over $200,000 brackets were all positive predictors of the amount of time spent talking on the cell phone each week. Being from the highest income brackets was positively predictive of both talking on the cell phone and texting. No effect was observed for Asian-American students, as we had expected, based on previous research.

Interestingly, although the communication process of IM is quite similar to text messaging, no significant results were found. Possibly, gender, ethnicity, and income do not play as much of a role in the use of IM technology because of its direct tie to computer use and access. Computers are now an accepted and required part of the educational process, and almost all college students own or have access to them in computer labs, residence-hall common areas, or the library. Although they are becoming more common, personal technologies, like cell phones, are not as integral to student academic success, and generally not provided or subsidized by institutions. Therefore, their ownership and use is more likely to be affected because of digital inequities.

Conclusion

In spite of the fact that the gap in differences by gender for ownership and use of computers and the Internet appears to have narrowed noticeably, we found the influence of this divide in both the ownership and use of communication technology.5 In this study reported owning and using communication technology more than men; findings that are congruent with research on technology use.4,5,6 Women in this study reported owning and using communication technology more than men, which may be understood within the broader context of gender differences in technology use—women, who are generally more social online, tend to be more social using other aspects of technology, such as cell phones. Hence, one could conclude that a campus-wide text-message alert might be received and read by more female students.

Like other research on digital inequalities, we also found differences in technology ownership and use along ethnic demographics, which not only echo previous findings that
student ethnicity may be associated with usage levels, but also with how students use technology. Even though African-American students were less likely to own a cell phone than students from other ethnic groups, there was a positive relationship between being African-American and the number of text messages sent and the amount of time spent talking on cell phones. In other words, although fewer African-American students in this sample owned cell phones, the ones who did actually used them more for texting and talking than students from other ethnicities, including white students. This is congruent with Horrigan’s findings that a higher percentage of African-Americans send text messages than whites. In addition to the increased cell-phone use by African-American students, Latino students spoke on their cell phones more than students from other ethnicities (with the exception of African-American students).

This significant effect of ethnicity on cell-phone communication may be attributed to a number of reasons. The most salient possibility is that African-American and Latino students are using cell phones as convenient tools (congruent with Horrigan’s findings that a higher percentage of African-Americans send text messages than whites). African-American and Latino students’ experiences on campuses that are primarily white (as were the campuses in our sample) continue to be characterized by a sense of being marginalized. Using cell phones to connect with family and friends allows these students to enlarge their support network to friends at other institutions of higher education, and to communicate more easily with family members about questions they may have about developmental (such as the implications of being a minority student on campus) and practical (such as strategies for “cutting through red tape”) college issues.

Income was also an expected predictor of differences in ownership and use. When addressing the needs of college students from diverse social strata, higher-education administrators may look for ways to “level the playing field.” However, a review of the college success literature available on ERIC and Psychnfo shows that the focus on areas of academic deficiencies for college students from underrepresented groups rarely addresses the role of technological skills in assuring their success. Therefore, it is especially important to create policies and practices that will benefit students who may not even be “on the same field” as their peers, when considering access to technology. For instance, universities could subsidize the purchase of cell phones for students who cannot afford them, through partnership programs with service providers.

More research is certainly needed to elucidate and elaborate on these findings, as little is known about how students from diverse backgrounds respond within the different contexts in which these technologies are being deployed. For example, a text message from a BFF (“best friend forever”) may engender a different response from a student than a campus-wide emergency alert issued by the president. More broadly, educators, who once struggled to get students to turn off their cell phones during instructional time, are changing tactics and utilizing these technologies in the learning process (e.g., using cell phones as classroom “clickers”).

Based on these results, digital inequality and the digital divide continue to be relevant guiding metaphors for designing interventions in the days ahead. Even though many of today’s students have great familiarity with technology and strong technology skills, some students still struggle. Their characteristics are somewhat predictable, and generally consistent with the bulk of research on access and attainment in higher education. Assuring effective campus communication is only one part of a larger educational process, however. Students also need to develop the skills necessary to be successful participants in a global economy that is driven by and through the use of technology. Implementing programs to make sure that all students have access and developing a range of communication venues are two strategies suggested by these findings.
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