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Abstract 

Several technical challenges prevent the adoption of cloud computing by government 

organizations in Nigeria. Information technology (IT) leaders in the Nigerian government 

are concerned about this problem because the lack of cloud computing adoption may 

prevent the Nigerian government from taking advantage of cloud-based information 

systems to improve its service delivery to citizens and businesses. Grounded in the 

technology acceptance model, the purpose of this quantitative correlational study was to 

examine if IT administrators’ perception of data security and perception of fault tolerance 

can predict their intentions to adopt cloud computing. Data were collected from 79 IT 

administrators in government organizations in Nigeria. The results of the multiple 

regression were significant, F(2, 76) = 31.58, p < .001, R2 = 0.45, with IT administrators’ 

perception of data security (β = .72, p < .001) being the only significant predictor of IT 

administrators’ intention to adopt cloud computing; IT administrators’ perception of fault 

tolerance (β = .09, p = .37) was not a significant predictor of IT administrators’ intention 

to adopt cloud computing. The Nigerian government may use this study as a pedestal to 

measure cloud computing practice and maturity in all its organizations, improve existing 

cloud computing policies, and increase cloud computing training programs for its IT 

administrators. This study’s results might contribute to positive social change by helping 

the Nigerian government improve its service delivery to citizens and businesses through 

the increased adoption of cloud computing-based information systems. 
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Section 1: Foundation of the Study 

This study used a quantitative correlational method to examine the relationships 

between certain IT administrators’ perceptions regarding data security and fault tolerance 

and their intentions to adopt cloud computing for managing organizational data and 

information systems (IS). The results of this study may provide a knowledge base for IT 

administrators in Nigerian government organizations to efficiently and effectively meet 

organizational goals and objectives. Additionally, the study result may provide 

information that can assist the Nigerian government in improving its service delivery to 

citizens and businesses through the effective use of cloud computing. 

Background of the Problem 

Cloud computing has created a simplified, cost-effective, and elastic computing 

model for users and organizations. Cloud computing offers technologies for users and 

organizations to manage their IS remotely and cost-effectively (Ali, Wood-Harper, & 

Mohamad, 2018; Xu, Liang, Jain, & Gu, 2019). The computing model represents a 

remote cluster of servers where users can access Information technology resources 

(Ashok, Steenkiste, & Bai, 2018). 

Many technical challenges prevent IT administrators from adopting cloud 

computing. Some of these technical challenges include fault tolerance issues and data 

security. According to Mesbahi, Rahmani, and Hosseinzadeh (2018), about $285 million 

have been lost each year due to fault-related cloud service unavailability and 

unreliability. The goal of this study is to provide IT administrators and IT leaders in 
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Nigerian government organizations with information about the relationship between IT 

administrators’ (a) perception of data security, (b) perception of fault tolerance, and (c) 

intentions to adopt cloud computing. This information may serve as a knowledge base for 

IT administrators and IT leaders in the Nigerian government organizations to manage the 

technical challenges of the adoption of cloud computing, thereby improving the adoption 

rate. Additionally, the findings of this study may provide a basis for further study on the 

technical challenges of cloud computing in Nigerian government organizations. 

Problem Statement 

Security, fault tolerance, and application integration challenges involved in the 

adoption of cloud computing have limited the number of government organizations 

implementing the technology (Ali, Soar, & Yong, 2016). About 85% of users in the 

Nigerian government and private organizations raised the issue of data security as a key 

cloud adoption impediment (Oguntala, Abd-Alhameed, & Odeyemi, 2017). The general 

IT problem is that government organizations in Nigeria lack strategies to adopt cloud 

computing. The specific IT problem is that some IT leaders in Nigerian government 

organizations lack information about the relationship between IT administrators’ 

perception of data security, perception of fault tolerance, and intentions to adopt cloud 

computing. 

Purpose Statement 

The purpose of this quantitative correlational study was to examine the 

relationship between IT administrators’ (a) perception of data security, (b) perception of 
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fault tolerance, and (c) intentions to adopt cloud computing. The independent variables 

are IT administrators’ perception of data security and IT administrators’ perception of 

fault tolerance. The dependent variable is IT administrators’ intentions to adopt cloud 

computing.  The target population of this study consists of IT administrators from 

government organizations in the Northern part of Nigeria who have (a) adopted cloud 

computing and having challenges, (b) successfully adopted cloud computing, (c) 

intentions to adopt cloud computing. The implication for positive social change lies in the 

potential to improve the Nigerian government service delivery to citizens and businesses. 

Cloud services can help the government store data and offer their services to the public. 

Integrated government data and services hosted on a cloud platform will help the 

government reduce the cost of IS infrastructure while increasing efficiency, productivity, 

and performance. When government organizations can successfully adopt cloud 

computing, then they can worry less about their information systems and focus more on 

increasing the performance and efficiency of their services to citizens and businesses.  

Nature of Study 

I used a quantitative research method for this doctoral study. Quantitative 

methods usually use statistical methods to test conceptual models and investigate 

relationships between variables (Christenson & Gutierrez, 2016). This study’s intention 

was to examine the relationship between both independent and dependent variables. 

Quantitative research methods can also help in the use of a sample population through 

numerical analysis to generalize a population of the study. According to Rutberg and 
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Bouikidis (2018), quantitative methods research inclines to accurate measures using 

statistical numbers. Qualitative methods explore humans’ knowledge and experiences to 

gain an in-depth understanding of issues (Malterud, Hamberg, & Reventlow, 2017). 

According to Malterud et al. (2017), researchers can use qualitative methods to explore 

meanings of phenomena and a deeper understanding of how and why humans behave 

within their natural context. This study was not exploratory and did not intend to gain an 

in-depth understanding of people’s subjective knowledge or experience; therefore, a 

qualitative research method was not suitable for this study. Mixed methods research is 

used by researchers when a single research method cannot effectively explore a 

phenomenon. Mixed methods research is the fusion of both quantitative and qualitative 

methods in a single study (Zhou, 2018). According to Singh et al. (2017), mixed methods 

research involves conducting a quantitative data collection followed by qualitative data 

collection. The research method requires knowledge of both quantitative and qualitative 

research methods, a longer time to complete, and can be difficult to publish (Jennifer & 

Mary, 2011). This study did not utilize qualitative study, which is an element of mixed-

methods; neither did it combine elements of quantitative and qualitative methods; 

therefore, mixed-method was not suitable for this study. Quantitative method is more 

appropriate for this study as opposed to using a qualitative and mixed-method because 

this study’s goal was to investigate the relationship between independent and dependent 

variables using statistical methods. 
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I used a nonexperimental correlational design for this study. According to Turner, 

Balmer, and Coverdale (2013), researchers use correlational design to discover or 

examine the existence and strength of relationships between variables. Researchers use 

correlational design to determine the strength and type of association between variables 

(Omair, 2015). I used correlational design to determine the existence of relationships 

between the independent and dependent research variables. Other designs, such as 

descriptive, quasi-experimental, and experimental, were not suitable for this study. 

Experimental and quasi-experimental demonstrates connections in a process chain, 

showing a causative relationship between variables (Spector & Meier, 2014). Although 

experimental and quasi-experimental designs show a causative relationship between 

variables, the former randomly assign participants to different levels of treatment (test 

group) and control group while the latter does not allow researchers randomly assign 

participants. 

 Additionally, since quasi-experiments lack control, several rival hypotheses may 

exist that compete with experimental manipulations for observed results. This study did 

not intend to show a causative relationship between variables, nor did it intend to create 

experiment groups; therefore, experimental and quasi-experimental designs were not 

suitable for this study. Descriptive designs help researchers observe and describe the 

status of a variable, and may help researchers develop hypothesis sequel to data 

collection. According to Omair (2015), researchers use descriptive research designs to 

provide a simple description of the desired characteristics of a sample under study. This 



6 

 
 

study did not present a mere description of the characteristics of population samples; 

therefore, only descriptive design was not suitable for this study.   

Research Question 

What is the relationship between IT administrators’ perception of data security, 

fault tolerance, and intentions to adopt cloud computing?  

Hypotheses 

Null Hypothesis (H0): There is no statistically significant relationship between IT 

administrators’ perception of data security, IT administrators’ perception of fault 

tolerance, and IT administrators’ intentions to adopt cloud computing. 

Alternative Hypothesis (H1): There is a statistically significant relationship 

between IT administrators’ perception of data security, IT administrators’ perception of 

fault tolerance, and IT administrators’ intentions to adopt cloud computing. 

Theoretical Framework 

The theory that I utilized for this study is the technology acceptance model 

(TAM). This theory is possibly the most globally utilized model in the area of IS for 

measuring technology acceptance (Nagy, 2018). This assertion is also due to the 

adaptability, simplicity, and robustness of TAM (Al-Emran, Mezhuyev, & Kamaludin, 

2018).  Fred Davis developed the theoretical framework in 1985 (Dixit & Prakash, 2018). 

TAM analyzes the factors or influencers of the intentions by individuals to use 

technology (Joo, Park, & Lim, 2018; Rienties, Herodotou, Olney, Schencks, & Boroowa, 

2018). The primary tenet of TAM is that individuals’ perceived ease of use (PEOU) and 



7 

 
 

perceived usefulness (PU) of technology influence their intentions to use technology 

(Wang & Goh, 2017). The following are the main constructs used by TAM: (a) Perceived 

usefulness (PU), (b) Perceived ease of use (PEOU), (c) Attitude towards using (ATU), (d) 

Behavioral intention to use (BIU), and (e) Actual System use (ASU) (Koul, & Eydgahi, 

2018). PU is the degree to which an individual believes that the use of a particular system 

or technology would enhance his or her job performance. PEOU is the degree to which an 

individual believes that the use of a particular system or technology would be free of 

physical and mental effort (Fathali & Okada, 2018). ATU is a user’s assessment of the 

desirability of engaging a particular technology or system. BIU is a measure of the 

likelihood of a user engaging a technology or system. ASU signifies whether a user uses 

technology or not.  PU and PEOU directly influence the use of technology, while PEOU 

directly affects PU (Joo et al., 2018). TAM framework helped examine the relationship 

between IT administrators’ perception of data security and fault tolerance, and IT 

administrators’ intentions to adopt cloud computing. 

Operational Definitions 

Application integration: Application integration refers to the tight relationship 

between software applications within an Information System (IS) (Jeferry et al., 2015). 

Cloud computing fault tolerance: Fault tolerance in cloud computing is the ability 

of the cloud platform to detect and identify a fault and recover from the fault without 

negatively impacting on the cloud service (Nazari Cheraghlou, Khadem-Zadeh, & 

Haghparast, 2016).    
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Cloud computing: Cloud computing technology delivers on-demand computing 

resources such as applications, computation, database, virtual machines, networking, 

analytics, and data storage on a pay-as-you-go basis (Alamoudi Y. & Alamoudi W., 

2016; Jain & Pandey, 2018).   

Data security: Data security refers to ensuring the confidentiality, integrity, and 

availability of data in an information system (Kumar, Raj, & Jelciana, 2018). 

Fault: Fault is the inability of a system to perform and deliver its required 

functions or services due to an anomaly or bug in one or many parts of the system 

(Sutaria, Prasad, & Bhavsar, 2017). 

Infrastructure as a service (IaaS): IaaS is a cloud computing model that provides 

a virtual machine environment with underlying infrastructures such as storage, 

processing, memory, and network for use by individuals or organizations on a pay-as-

you-go basis (Ali et al., 2016). 

Platform as a service (PaaS):  PaaS is a cloud computing model where the cloud 

service provider provides and manages the cloud infrastructure, including operating 

systems and applications (Cearnău, 2018). 

Software as a service (SaaS):  SaaS is a cloud computing model that provides 

software applications use to individuals or organizations on a pay-as-you-go basis 

(Alamoudi Y. & Alamoudi W., 2016). 
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Assumptions, Limitations, and Delimitations 

Assumptions 

Assumptions in a research study are beliefs or positions the researcher takes for 

granted or holds without absolute proof (Tavakol & Sandars, 2014). Researchers must 

consider assumptions in research so that they can identify such assumptions early in the 

research and develop strategies for an address if the assumptions are not true. According 

to Lips-Wiersma and Mills (2014), researchers recognize the importance of assumptions 

in research. The first assumption of this study was that participants would accurately 

answer questions regarding the lack of information about the challenges of adopting 

cloud computing since they will be IT professionals. The second assumption of this study 

was that participants would be eager to know more about the challenges involved in 

adopting cloud computing since it is one of the contemporary and pervasive computing 

models. The third assumption for this study was that participants would not complete 

more than one study questionnaire. The final assumption of this study was that authorities 

in the research sites would quickly grant permission for data collection since they may be 

interested in the outcome of the research and how it will impact on their organizations. 

Limitations 

Limitations are issues that can potentially threaten the internal validity of a study 

(Aguinis & Edwards, 2014). Yeatman, Trinitapoli, and Hayford (2013) also defined 

limitations as the inability of a researcher to respond to relational, behavioral, and social 

questions. A limitation of this study was that I would collect data from only IT 
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administrators within the Northern part of Nigeria. This limitation may reduce the 

generalizability of the research findings to the target population. Another limitation of 

this study was that I would be sourcing data from a small sample size. This limitation 

may also reduce the generalizability of the research since the result may not effectively 

represent the target population.  

Additionally, a limitation of this study was the use of closed-ended 

questionnaires. This limitation prevented participants from providing additional data that 

may be beneficial to the research study. Furthermore, the result of this study may be 

limited because the statistical analysis utilized limited independent and dependent 

variables. The final limitation of this study was the participants’ reluctance to complete 

questionnaires. This limitation delayed the time to reach the target sample size, which in 

turn increased the study time frame and cost. According to Strömmer et al. (2018), 

researchers struggle to acquire a target sample size that may affect the cost of study and 

morale of researchers. 

Delimitation  

Delimitations refer to the boundaries or scope of the study (Macheridis & 

Paulsson, 2017). The scope of this study was limited to government organizations in the 

Northern region of Nigeria. The boundaries of the study were limited to a survey of IT 

administrators in Nigeria government organizations.  
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Significance of the Study 

The result of this study provided a knowledge base from which IT administrators 

in Nigerian government organizations may be able to address the technical challenges 

associated with the adoption of cloud computing. This knowledge is imperative because 

technology implementations in organizations attract both opportunities and challenges 

(McNaughton & Light, 2013). This study generated findings that may contribute to IT 

practice by filling the knowledge gap in the existing literature on the technical challenges 

of cloud computing adoption in government organizations in Nigeria. The addition of 

knowledge to existing literature will increase the understanding of cloud computing 

adoption challenges in government organizations in Nigeria. 

This study may contribute to positive social change by improving government 

service delivery to citizens and businesses. Government services such as tax payment, 

vehicle registration, drivers’ licensing, national identity number registration, and passport 

registration can be made available on a cloud-based electronic government (e-

government) platform. Citizens and businesses can access the cloud-based e-government 

platform through a single-window portal. Integrated government data and services hosted 

on a cloud platform may help the government reduce the cost of IS infrastructure while 

increasing efficiency, productivity, and performance. When government organizations 

can successfully adopt cloud computing, then they may be able to worry less about their 

information systems and focus more on increasing the performance and efficiency of 

their services. 
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Consequently, improved services from the government may ensure that citizens 

and businesses benefit from government policies. For example, citizens can have their 

passports, driver’s licenses, vehicle registration, and health services processed and 

delivered faster.  Businesses can experience a significantly reduced processing time for 

requests such as tax clearance, company registration, and other government information.  

Application to the Applied IT Problem 

A Review of the Professional and Academic Literature  

The literature review presents a myriad of relevant literature that examined the 

relationship between data security factors, fault tolerance factors, and IT administrators’ 

intentions to adopt cloud computing. The review consists of peer-reviewed articles from 

journals with a focus on researches conducted within the past five years. I used a total of 

277 resources in this study with 236 (85.20%) peer-reviewed and published within the 

last five years. I used 170 resources in the literature review, and 164 (96.47%) resources 

were published within the last five years. The total resources that are peer-reviewed and 

published within the last five years are 158 (92.94%). I acquired the resources from 

databases such as EBSCOhost, Science Direct, Google Scholar, ProQuest, SAGE 

Journals Online, and Thoreau. The strategy I used for searching literature included the 

use of relevant keywords related to cloud computing, Nigeria, and the theoretical 

framework. Keywords used while I searched the database include cloud computing, 

challenges of cloud computing, data security in cloud computing, technology acceptance 

model, actor-network theory, diffusion of innovation theory, fault tolerance in cloud 
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computing, security and privacy, cloud computing benefits, and application integration 

cloud computing. I focused the review of the professional and academic literature on the 

following themes: (a) technology acceptance model (TAM), (b) cloud computing 

challenges, (c) data security in cloud computing, (d) fault tolerance in cloud computing, 

and (e) application integration in cloud computing (f) supporting theories with TAM, (g) 

conflicting theories with TAM, and (h) fundamentals of cloud computing. I chose to base 

the professional and academic literature on these themes because the goal of this study is 

to examine the relationship between IT administrators’ perception of data security, IT 

administrators’ perception of fault tolerance, and IT administrator’s intention to 

implement cloud computing.  

Purpose of the Study 

In this study, I aimed to examine the relationship between IT administrators’ (a) 

perception of data security, (b) perception of fault tolerance, and (c) intentions to adopt 

cloud computing in the Nigerian government organizations.  

Hypotheses 

The null hypothesis (H0) of this study states that there is no statistically significant 

relationship between IT administrators’ perception of data security, IT administrators’ 

perception of fault tolerance, and IT administrators’ intentions to adopt cloud computing. 

Alternatively, the alternative hypothesis (H1) for this study states that there is a 

statistically significant relationship between IT administrators’ perception of data 
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security, IT administrators’ perception of fault tolerance, and IT administrators’ 

intentions to adopt cloud computing. 

 Several researchers have shown that different challenges may prevent users from 

adopting cloud computing, and the biggest of these challenges relates to data security and 

fault tolerance issues (Shynu & Singh, 2018). Oguntala, Abd-Alhameed, and Odeyemi 

(2017) examined the factors responsible for the poor adoption of cloud computing in 

most African enterprises using Nigeria as a case study. The researchers focused on the 

perception of IT and non-IT employees in government and private organizations towards 

cloud computing, and their findings reveal that employee misconceptions of job loss, 

cyber threat, privacy issues, and data theft are challenges impeding the adoption of cloud 

computing in Nigeria. Ali et al. (2016) explored the challenges and issues faced by both 

implementers and users of cloud computing. They revealed challenges and issues related 

to security and privacy, trust, data management, cost, and infrastructure. Ali et al. noted 

that IT managers need to conduct a proper evaluation and a deeper understanding of these 

challenges before engaging in the implementation of the technology. 

Another example is the study of Hathout, Ghoniemy, and Ibrahim (2017), which 

examined the different challenges hindering the migration of user data and applications to 

the cloud. They associated these challenges to security and privacy perception of users 

and the increased overhead involved in using homomorphic encryption algorithms on 

data on the cloud. Hathout et al. proposed the modified data integrity framework as a 

solution to the increased overhead associated with a conventional homomorphic 
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encryption algorithm. Ali, Khan, and Vasilakos (2015) surveyed the security issues that 

surround cloud computing implementation and recent solutions to these problems. They 

stated that the implementation of cloud computing introduces cloud-specific security 

risks and vulnerabilities due to its multi-tenancy architecture. The multitenancy 

architecture of cloud computing exposes users to the risk of data visibility to 

unauthorized users and malicious cooperation between virtual machines (Ali et al., 2015). 

Cloud computing is still considered an adolescent in terms of fault handling 

capability (Hasan & Goraya, 2018). According to Nazari et al. (2016), fault tolerance is at 

the top of the challenges of implementing cloud computing. Naik and Rajana (2015) 

exemplified cloud fault tolerance in their study, which surveyed functional minimum 

storage regenerating codes necessary to activate the repair of data lost on one cloud 

system and restoration of data on another cloud system to maintain redundancy and fault 

tolerance. Finally, Ding, Yao, and Hao (2017) stated that cloud computing systems are 

highly prone to resources failures due to their increased functionality and complexity. 

The researchers present a novel fault-tolerant workflow scheduling (ICFWS) algorithm 

for Cloud systems by combining two existing fault-tolerant techniques, namely 

resubmission and replication together to leverage on advantages of each technique for 

fault tolerance while trying to meet the soft deadline of the workflow. The result of their 

study demonstrates that the ICFWS outperforms some popular techniques for cloud 

computing systems. 
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The literature on challenges in user adoption of cloud computing focused more on 

end-users in developed and developing countries with little information on Nigeria. The 

gap in the literature is the lack of substantial information on data security and fault 

tolerance related challenges experienced by IT administrators in government 

organizations in Nigeria. This literature review aims at filling this gap by synthesizing 

relevant information from a plethora of literature. 

Cloud Computing 

Fundamentals of cloud computing. 

Cloud computing has become the basis for a plethora of computing services used 

by most users (Han, Zang, Liu, Chen, & Yu, 2018). Cloud computing allows users 

utilized and share computing resources over the Internet without owning or maintaining 

computer resources (Oredo, Njihia, & Iraki, 2019). In other words, cloud computing 

focuses more on service delivery as opposed to the delivery of technology (Attaran & 

Woods, 2019). The computing model represents dynamic and distributed online 

computing resources that users can access and share from any location at any time (Law, 

NazatulAini, & Elankovan, 2020; Soltanshahi, 2016). Cloud computing is the benchmark 

for large-scale computing, where large numbers of computing devices are interconnected 

(Namasudra, Devi, Kadry, Sundarasekar, & Shanthini, 2020). Cloud computing offers 

technologies for users and organizations to manage their Information Systems (IS) 

remotely and cost-effectively (Ali, Wood-Harper, & Mohamad, 2018; Xu, Liang, Jain, & 

Gu, 2019). The computing model represents a remote cluster of servers where users can 

access Information technology resources (Ashok, Steenkiste, & Bai, 2018). Users can 
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take advantage of the sharable advance computing infrastructure that cloud computing 

provides (Alenezi, 2019). Cloud service providers domicile this cluster of servers in 

distributed data centers, which serve as the backbone for cloud computing (Vafamehr & 

Khodayar, 2018). The technology delivers on-demand computing resources such as 

applications, computation, database, virtual machines, networking, analytics, and data 

storage on a pay-as-you-go basis (Alamoudi Y. & Alamoudi W., 2016; Jain & Pandey, 

2018; Tamura & Yamada, 2016;). Nikolopoulos, Karampela, Tzortzis, and Dalamaga 

(2018) also described cloud computing as a computing model that helps companies 

reduce their cost of IT infrastructure by leveraging the pay-as-you-grow strategy of cloud 

computing. 

 Cloud computing reduces or eliminates the need for IT administrators and end 

customers to purchase, implement, and sustain IT related hardware and software 

infrastructure (Priyadarshinee, Raut, Jha, & Gardas, 2017). In other words, the cloud 

computing model ensures that users and organizations can access resources without 

massively investing in IT infrastructure (Sharma, Gupta, & Acharya, 2017). Cloud 

computing delivers computing services in a way similar to metered utility services such 

as water, electricity, and gas (Sharma, Al-Badi, Govindaluri, & Al-Kharusi, 2016). This 

analogy draws from the description of cloud computing as the fifth popular utility after 

water, electricity, oil or gas, and phone utilities. 

Cloud computing provides humongous, elastic, and ubiquitous storage to users. 

According to Xiong and Xu (2018), cloud computing provides huge storage and efficient 
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support for multimedia big data services. Implementers and users of the Internet of 

Things (IoT) also depend and benefit from the huge and flexible storage capacity of cloud 

computing (He, Zhang, Li, Zhu, Hu, 2019). Users of IoT-based devices have overcome 

the storage limitation of these devices by storing data on the cloud. The technology offers 

these computing resources in a multitenant environment using virtualization, where 

different subscribers operate as if on a dedicated platform (Biswas, 2018).  

Virtualization is one of the main characteristics of cloud computing. According to 

Abdullah, Al-Muta’a, and Al-Sanabani, (2019), virtualization in cloud computing is a 

software implementation of a computing environment which mimics physical computing 

infrastructure. Virtualization enables cloud service providers host multiple virtual 

machines that, in turn, host virtual applications and services on a single physical server 

with a large number of resources (Li, R., Li, Q., Huang, & Kang, 2017). Servers located 

in data centers provide computing infrastructure access to users via virtualization using 

virtual machines. Virtualization in cloud computing ensures that users are focused on 

computing applications and not concerned with the intricacies of the numerous 

underlying physical infrastructure providing computing services. Virtualization in cloud 

computing is achieved through virtual machines, which are abstract or virtual based 

computers which mimic physical computers and servers. VMs ensure enable fast and 

easy replication of a computing environment. According to Zhuang et al. (2019), VMs 

makes it easy for researchers to quickly and easily replicate existing software 

environments in a cloud computing platform. 
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Additionally, cloud computing ensures that users have ubiquitous access to their 

resources (Liu, Yang, Qu, & Liu, 2016). Ubiquity, in addition to elasticity, scalability, 

and virtualization in cloud computing enables organizations the flexibility of the 

deployment and use of their IT resources (Liu, Chan, Yang, & Niu, 2018). In addition to 

these features, cloud computing helps simplify IT resource management and maintenance 

(Akherfi, Gerndt, & Harroud, 2018). The ability of Cloud computing to simplify IT 

resource management and maintenance ensures that organizations and users focus on 

their core competence instead of dealing with the additional overhead of managing IT 

resources. Araya et al. (2018) exemplify this by proposing a cloud computing platform 

for astronomers to store and analyze astronomical data. Cloud platforms will ensure that 

astronomers focus on astronomy while cloud service providers handle IT infrastructure. 

Cloud computing provides the opportunity for organizations to increase their operational 

efficiency and performance while reducing costs. The technology has created a revolution 

in the way individuals and organizations approach the implementation of IT 

(Mohammed, Alzahrani, Alfarraj, & Ibrahim, 2017). Cloud computing can help 

government organizations actualize their e-government initiatives by offering an instant 

platform to host e-government services. According to Mohammed, Ibrahim, & Ithnin 

(2016), cloud computing can revolutionize e-government systems by providing cost 

savings and professional use of resources. 
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Cloud computing models.  

Cloud service providers can implement cloud computing as public, private, 

community, or hybrid (Iwuchukwu et al., 2017; Lebeda, Zalatoris, & Scheerer, 2018; Liu, 

Yang, Qu, & Liu, 2016). Public cloud computing uses a third-party infrastructure to 

provide utility-oriented IT services to the public; examples of public cloud computing 

providers are Google, Amazon, and Microsoft (Mwakisole, Kissaka, & Mtebe, 2019). A 

private cloud allows large organizations to create their autonomous and proprietary 

public cloud services. A community cloud is a form of public/private cloud service that 

targets groups of individuals and organizations that share a common interest, and hybrid 

cloud service is a combination of both private and public cloud services. Cloud service 

providers also implement cloud computing as software as a service (SaaS), platform as a 

service (PaaS), and infrastructure as a service (IaaS) models (Alamoudi Y. & Alamoudi 

W., 2016; Attiya, Abd Elaziz, & Xiong, 2020). SaaS focuses more on end-users by 

providing instant access to online application and storage. PaaS focuses on the 

provisioning of development environments to deploy and host applications; it uses core 

middleware applications as a foundation. IaaS provides virtual computing infrastructure 

for the deployment of applications; it provides other scalable virtual infrastructure such as 

virtual machines, processors, memory, and storage (Zheng et al., 2017). 

The choice of type or model of cloud computing depends on the user or 

organization’s requirements and financial capacity. Additionally, cloud computing is 

composed of five layers, namely, client, server, application, platform, and infrastructure 
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(Shun-Jhe & Chung-Tai, 2018). Cloud computing allows users to enjoy the features of 

scalability and virtualization. Scalability ensures that users can scale up or scale down on 

their cloud computing requirements at any time without unnecessary costs and 

administrative overhead. Virtualization in cloud computing ensures that users can 

instantly provision and use different virtual servers or machines as permitted by their 

subscription (Arunarani, Manjula, & Sugumaran, 2018). Cloud computing utilizes the 

Internet and virtualization technologies in creating on-demand, configurable virtual 

resources that can be accessed by users ubiquitously (Chauhan, Pilli, Joshi, Singh, & 

Govil, 2018; Fagbolu, & Atoloye, 2018). Cloud computing implements virtualization 

using virtual machines (VM).  According to Chen et al. (2020), a VM is an artificial or 

abstract machine without physical that provides services directly to end users. A VM 

returns all computing resources back to the physical servers once it has completed its 

computing tasks (Chen et al., 2020). 

Cloud computing adoption benefits. 

Cloud computing provides numerous benefits to both individuals and 

organizations. These benefits include but not limited to: (a) faster time to production and 

value, (b) reduced cost of operation, (c) high scalability and availability, (d) competitive 

advantage, (e) ubiquitous access to data and applications, (f) data backup and 

redundancy, (g) near infinite storage capacity, and (h) regularly updated applications. 

Cloud computing provides an on-demand platform with ubiquitous access for 

individuals and organizations to achieve their goals and objectives quickly (Benlian, 

Kettinger, Sunyaev, & Winkler, 2018).  Users will not have to worry about the 
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deployment and maintenance of IS infrastructure since the cloud service provider will 

handle this aspect, thereby reducing the time to achieve personal and business value. 

According to Kathuria, Mann, Khuntia, Saldanha, and Kauffman (2018), the potential 

value of cloud computing has motivated many organizations into the adoption of the 

computing model. Cloud computing provides cost savings in the long run by eliminating 

the high cost of purchasing hardware, applications, and manpower (Ogiela, U., Takizawa, 

& Ogiela, L., 2018; Yu, Cao, & Schniederjans, 2017). According to Holubnycha, 

Kostikova, Kravchenko, Simonok, & Serheieva, (2019), cloud computing is cost-

effective because it reduces the cost of users’ software application. Users’ do not need to 

worry about purchase or updates to software applications as that has been addressed in 

the cloud computing back end. Cloud computing helps reduce cost since users only pay 

for computing resources used and can easily scale up or down as they require (Cearnău, 

2018).  

Additionally, individuals and organizations will reduce the cost of maintenance as 

they do not have to appropriate finances for the maintenance of IS infrastructure, support 

infrastructure, and support IT personnel. Cloud computing benefit regarding cost-saving 

has helped many businesses save as much as 22% on their total cost of operation (Joe-

Wong, & Sen, 2018). In addition to the low cost of operation, cloud computing also 

offers users high scalability and availability (Si, Ke, & Shouyi, 2019). Users can easily 

scale their computing needs in a cloud computing environment.  For example, users can 

demand an increase or decrease in their storage, processing, and memory requirements. 
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Users can also enjoy high availability of data and applications since most cloud 

computing service providers implement redundancy or disaster recovery (DR) sites, 

which ensure instant failover in the invent of a disaster in the primary cloud computing 

data center. The ability for cloud computing to provide users with low cost and highly 

scalable solution has attracted many startups. According to Ferri, Spanò, and Tomo 

(2020), startups have benefited from cloud computing regarding the ability to easily 

penetrate markets with entry barriers reserved only for large enterprises. 

 According to Akherfi, Gerndt, and Harroud (2018), cloud computing helps 

simplify IT resource management and maintenance. Organizations that adopt cloud 

computing can be competitive in the horizontal industry, and this is because they focus 

more on their core competencies, while cloud service providers help such companies 

optimize their service through cloud-based services. Such companies can leverage cloud 

computing services such as salesforce, human resource applications, accounting 

applications, advertising applications, and the rest to increase their competitive 

advantage. Cloud computing’s ability to simplify the IT resource management and 

maintenance ensures that organizations and users focus on their core competence instead 

of dealing with the additional overhead of managing IT resources (Araya et al., 2018; Liu 

& Li., 2019). Ubiquity in cloud computing enables organizations the flexibility of the 

deployment and use of their IT resources (Liu, Chan, Yang, & Niu, 2018). Ubiquity 

ensures that computing resources can be accessed by individuals and organizations from 

any computing device, at any time, and from anywhere in the world. Users of cloud 
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computing will benefit from reliable data and application backup, disaster recovery, and 

redundancy. This assertion is because cloud computing service providers generally 

implement distributed computing over multiple data centers located in multiple cities and 

countries. 

Distributed computing ensures that customers’ data and applications are 

replicated in many locations so that faults in some servers or locations do not affect 

users’ experience. Users also have the opportunity to scale their requirements for service 

redundancy easily; the higher the redundancy, the higher the cost of service. According to 

Sharma et al. (2016), cloud environments easily implement disaster recovery procedures 

due to their inherent virtualization features. Cloud service providers invest huge amounts 

of capital in storage technology. This action translates to almost near-infinite storage for 

users. Users can scale their storage needs; the larger the storage required, the higher the 

cost to the user. Finally, the implementation of cloud computing ensures that 

organizations and individuals do not worry about application patches and upgrades 

because the cloud service provider automatically handles this.  

Cloud computing adoption challenges. 

Data security. 

Regardless of the advantages of cloud computing, certain challenges or risks 

prevent users and organizations to either adopt the technology or successfully manage 

data on the cloud platform. These risks which are difficult to mitigate is a major 

challenge for cloud service providers (Ismail, Ammar, Samer, & Issa, 2019). The biggest 

cloud computing adoption challenges are related to security, privacy, data migration, and 
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application integration (Shynu & Singh, 2018; Volkov & Sukhoroslov, 2017). Ebert, 

Weber, and Koruna (2017) also stated that data security and privacy are critical issues in 

cloud computing integration processes. Furthermore, Sun (2019), states that privacy and 

security are the prominent issues contributing to the popularity of cloud computing. Users 

perceive security and privacy as data confidentiality, availability, integrity, data 

transmission protection, and protection from breach of privacy. Cloud computing security 

and privacy issues can manifest in the areas of access control, authentication, data 

transmission, patch management, and security policy and compliance (Kaur, 2018). Diaz, 

Martin, and Rubio (2016) state that data security and user privacy are the biggest reasons 

why users and organizations are hesitant to adopt cloud computing. Alsmadi and 

Prybutok (2018) stated that security and privacy are major drawbacks to the wider 

adoption of cloud computing. Sharma and Kalra (2018), in their research, also mentioned 

privacy as the most significant challenge hampering users from migrating to the cloud. 

He, Zhang, Li, Zhu, and Hu (2019) state that data integrity is one of the toughest 

issues in cloud computing; the migration of data protection from on-premise Information 

Systems to the cloud attracts the risk of an accidental or intentional data deletion and data 

breach (Ramachandra, Iftikhar, & Khan, 2017). In other words, organizations migrating 

to cloud computing platforms will lose the right to control data security (Marchisotti, 

Joia, & De Carvalho, 2019; Wang, Z., Wang, N., Su, & Ge, 2020). According to a cloud 

computing adoption research conducted by Basahel, Yamin, and Drijan (2016), an 

average of 77.5% of users agrees to the fact that security and privacy are major concerns 
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in the adoption of cloud computing. These users who exist in education, IT, 

manufacturing, and communication industries all responded to the research survey that 

data security and privacy are major barriers to the adoption of cloud computing. 

Additionally, network attacks by hackers and malicious programs such as viruses 

have threatened the security of user data stored in the cloud (Gangwar & Date, 2016; He, 

Dong, Ota, Fan, & Wang, 2016). Consequently, users are reluctant to adopt the 

technology for fear of loss or theft of their data, as such, data security is one of the major 

requirements for users when planning to migrate to a cloud platform. Yan, Yu, Gong, and 

Li (2016) reference security as the principal barrier to the development of cloud 

computing. Additionally, architectural issues, communications issues, and contractual 

and legal issues constitute cloud computing implementation challenges at the service 

model perspective (Ali et al., 2015). Security and privacy challenges are also concerns for 

organizations engaged in mobile computing for remote access and marketing (Alonso-

Monsalve, García-Carballeira, & Calderón, 2018). The advent of cloud computing has 

popularized the implementation of mobile computing, which takes advantage of the vast 

resources available on the cloud. According to Ahmad, Wang, Ullah, Sheharyar, and 

Mahmood (2018), mobile and smart devices can offload their complex computational 

requirements to the cloud to take advantage of high processing and storage resources. The 

proliferation of mobile cloud computing creates another level of security and privacy 

concerns for users. According to Mollah et al. (2017), the major concerns of users of 

cloud computing for mobile computing is related to the security and privacy of mobile 
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cloud computing. The shared environment in a cloud platform creates the proclivity for 

unauthorized access to data by attackers or unintentional alteration or deletion of data by 

cloud service providers (Ali, Shrestha, Soar, & Wamba, 2018). Confidentiality, integrity, 

and availability (CIA) of data are important factors to consider when migrating to a cloud 

platform. Loss of data CIA in a cloud system can render the system unsafe and 

untrustworthy since data is the core component for users (Kumar, Raj, & Jelciana, 2018). 

Trust and security are two major challenges of the adoption of cloud computing; 

therefore, maintaining the CIA in a cloud system help engender trust and sense of 

security in users. Trust in the cloud service providers’ (CSP) cloud platform is the 

strongest factor that encourages users to adopt cloud computing. Trust is engendered in 

users when cloud service providers (CSP) can assure users of the CIA of their data. The 

multi-tenancy and virtualized environment make it difficult for conventional security 

measures such as firewalls, host-based antivirus software, and intrusion detection systems 

to adequately protect data and use due to the rapid spread of security threats via 

virtualized environments (Subramanian & Jeyaraj, 2018). Examples of security and 

privacy breaches in the cloud platform include the breach of iCloud service in 2014 and 

variously reported breaches of Google Drive, Dropbox, and Amazon Web Services cloud 

storage server (Patel & Alabisi, 2019; Widjaja, Chen, Sukoco, & Ha, 2018). 

Another challenge of the adoption of cloud computing relates to infrastructure 

management and application integration. Infrastructure management issues can stem from 

a lack of expertise from the cloud service administrator or process algorithm issues. For 
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example, a research conducted by Madni et al. (2016) revealed that failing resource 

scheduling schemes and algorithms that allocate resources such as processor and memory 

to cloud applications may pose a challenge to the successful implementation of cloud 

computing. Cloud applications rely on the middleware layer of a cloud platform, and 

cloud users usually require the integration of these applications to create a complete 

virtual or cloud-based IS. According to Nowakowski et al. (2018), the middleware layer 

of a cloud platform consists of virtualization software and cloud computing stacks. This 

software ensures the creation and management of virtual machines that host different 

software applications. Application integration may become problematic if management 

issues are present in the middleware layer. Application integration issues may manifest as 

the inability to connect related applications on a cloud platform or failure to integrate 

cloud applications with an on-premise application or other partner organization’s 

applications. The need for tighter cloud services and application integration is very 

imperative in delivering unified IS to organizations and users. 

Fault tolerance. 

Fault tolerance issues in a cloud system can hinder adoption, availability, and 

reliability. A fault is an abnormal or defective state of a system or part of the system, 

thereby preventing the system from functioning according to expectation. Sutaria, Prasad, 

and Bhavsar (2017) also described fault as the inability of a system to perform and 

deliver its required functions or services due to an anomaly or bug in one or many parts 

of the system. The actions of a fault can interfere with normal task execution, which may 
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cause a delay or a total halt in the cloud computing system. Faults may also lead to 

degradation in the cloud computing system, which may result in loss of time and money 

for the end-users (Louati, Abbes, & Cérin 2018). A fault may occur in the hardware, 

software, and network of a cloud system (Hasan & Goraya, 2019). According to Saritha 

and Raju (2016), the increasing functionality of the cloud system and complexities of 

applications, storage, and computation causes resource failures and faults in cloud 

computing, which reduces overall performance. 

Similarly, Ding, Yao, and Hao (2017) attribute the high occurrence of faults in 

cloud computing systems to their increased functionality and complexity. Kumari and 

Kaur (2018) also relate faults in cloud systems to the extensive use of virtual cloud 

services, which results in service reliability and availability issues. A fault is an inherent 

part of cloud computing due to the amount of virtualization and physical servers involved 

(Shaikh & Ahmad, 2018). A fault is also a major challenge in cloud computing due to the 

increasing complexity of large-scale information systems within a cloud computing 

platform (Hui et al., 2018). A fault in a cloud computing platform can prevent system 

administrators from successfully provisioning the system and also preventing the 

availability and reliability of the system. Reliability, which is a very important aspect of 

cloud computing, is the probability of the hardware and software component of a system 

to perform correctly according to the user’s expectations (Wang, Fu, & Cui, 2019). 

Therefore, IT administrators can ensure reliability in cloud computing systems by 

revising the issue of fault tolerance (Chiang, Chen, & Hsieh, 2018). According to 
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Mesbahi, Rahmani, and Hosseinzadeh (2018), about $285 million have been lost each 

year due to cloud service unavailability and unreliability. In March 2015, Microsoft 

Azure suffered two service failures related to faults, which affected users in the central 

and eastern parts of the United States of America (Wei & Pei-Li, 2016). Apple Cloud 

Services also experienced fault-related failures on 11 iCloud services in May 2015, which 

affect two million users (Wei & Pei-Li, 2016). Ali Cloud in 2011 also suffered a disk 

failure sequel to the completion of routine maintenance on its cloud platform, and this 

failure led to the loss of customer data (Yan, Zhang, & Yang, 2016). 

Additionally, in 2017 alone, several cloud service providers suffered service 

failures. IBM’s cloud infrastructure failure (January 26), GitLab’s popular online code 

repository service outage (January 31), Facebook failure (February 24), Amazon Web 

Services (February 28), Microsoft Azure (March 16), and Microsoft Office 365 (March 

21) (Mesbahi, Rahmani, & Hosseinzadeh, 2018). These failures, which are due to several 

faults in the cloud system, caused painful experiences for users who could not access 

their accounts, services, and critical data. 

According to Kumari and Kaur (2018), the different types of faults in cloud 

computing are (a) Network fault, (b) Physical faults, (c) Process faults, and (d) Service 

expiry faults. Network faults are predominant in cloud computing because the service 

model is network-based. Network fault may occur as a result of packet loss, network 

disconnection, network congestion, and failure on a network node supporting a 

distributed application or service. Ultimately, faults in cloud service networks will 
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negatively affect businesses being conducted by users as a result of disconnection from 

the cloud platform. For example, a network fault may manifest in the form of data loss 

when exchanging health information over a network between a user and a cloud-based 

electronic health record application. Physical faults occur mainly in hardware 

infrastructures such as servers, server processors, storage hard disks, and power failure. 

According to Louati, Abbes, and Cérin (2018), the occurrence of physical faults in cloud 

computing systems is consequential to the presence of commodity hardware in the 

system. Commodity hardware involves the use and optimization of a huge amount of 

already available hardware components from different manufacturers to achieve cloud 

computing efficiency. The maximization of this commodity hardware may expose this 

hardware to conditions not originally designed for and may increase failure rates in cloud 

computing systems. Hardware fault is exemplified by Bala and Chana (2015) in their 

study. The researchers’ study analyzed the problem of handling Virtual Machine (VM) 

fault during the execution of concurrent tasks where these tasks over-utilize cloud 

resources such as processors, memory, and storage disks. Process faults occur in 

processes due to low resources, software issues, and inefficient application processes. 

Service expiry faults occur when a resource’s service expires, denying applications the 

use of such resources. Furthermore, Smara, Aliouat, M., Pathan, and Aliouat, Z. (2017) 

categorized types of faults in mobile cloud computing into data faults and computational 

faults. According to the researchers, data faults involve the exploitation of data in cloud 
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computing systems, while computational faults relate to hardware faults, software faults, 

and network faults. 

 Fault tolerance in cloud computing is the ability of a cloud computing platform to 

detect and identify faults and recover from the faults without negatively impacting on the 

cloud computing service (Nazari Cheraghlou, Khadem-Zadeh & Haghparast, 2016). 

Chaturvedi and Sharma (2017) also describe fault tolerance as the ability of a cloud 

system to handle failures that can occur during the scheduling process, which may be 

related to resource failure or unavailability, task failure, network issues, insufficient 

memory, and overloaded resources. Furthermore, Jiang and Hsu (2017) describe fault 

tolerance as a redundant design technique that ensures the availability of duplicate 

components to respond to primary component failures, thereby ensuring uninterrupted 

service from a system to its users. The researchers further describe fault tolerance as a 

standby technique that helps ensure the continuity of operation and an increase in quality 

of service (QoS) amid component failures in a system. According to Zhixin, Lei, and 

Zeyu (2017), fault tolerance can effectively mitigate failures in cloud computing 

platforms. Fault tolerance plays an essential role in the resilience, availability, and 

reliability of cloud computing resources, and users may strongly consider it as a factor for 

adopting cloud computing. 

Critical Analysis and Synthesis of the Theoretical Framework 

Technology acceptance model (TAM). TAM is one of the early models that 

explain the reasons why users accept and reject the use of IT. This theory is possibly the 
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most globally utilized model in the area of IS for measuring technology acceptance 

(Nagy, 2018). This assertion is also due to the adaptability, simplicity, and robustness of 

TAM (Al-Emran, Mezhuyev, & Kamaludin, 2018). Fred Davis developed this model in 

1985 (Dixit & Prakash, 2018). TAM analyzes the factors or influencers of the intentions 

by individuals to use technology (Joo, Park, & Lim, 2018; Rienties, Herodotou, Olney, 

Schencks, & Boroowa, 2018). TAM provides this analysis by adapting the theory of 

reasoned action (TRA), which is a more general theory that predicts and explains human 

behavior across different spheres (Buabeng-Andoh, 2018). TRA hypothesizes that a 

person’s exhibition of a certain behavior is influenced by his or her behavioral intention 

(BI) and the BI in question, also influenced by the person’s attitude and subjective norm 

(SN) concerning the initially referenced behavior. Researchers widely use TAM 1 and 

TAM 2 in the IS literature such as scientific journals and conference proceedings, and 

this is because the framework easily validates why users utilize certain technologies. 

 

 

Figure 1. Theory of reasoned action (Reprinted with permission from Buabeng-Andoh, 

2018, p. 180).  
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The primary tenet of TAM is that perceived ease of use (PEOU) and perceived 

usefulness (PU) of technology influence individuals’ intentions to use technology (Wang 

& Goh, 2017). The following are the main constructs used by TAM: (a) Perceived 

usefulness (PU), (b) Perceived ease of use (PEOU), (c) Attitude towards using (ATU), (d) 

Behavioral intention to use (BIU), and (e) Actual System use (ASU) (Baki, Birgoren, & 

Aktepe, 2018; Koul, & Eydgahi, 2018). 

PU is the degree to which an individual believes that the use of a particular 

system or technology would enhance his or her job performance. PEOU is the degree to 

which an individual believes that the use of a specific system or technology would be free 

of physical and mental effort (Fathali & Okada, 2018). ATU is a user’s assessment of the 

desirability of engaging a particular technology or system. BIU is a measure of the 

likelihood of a user engaging a technology or system. ASU signifies whether a user uses 

technology or not. PU and PEOU directly influence the use of technology, while PEOU 

directly affects PU (Joo, Park, & Lim, 2018). 

 

Figure 2: Technology acceptance model (Reprinted with permission from Buabeng-

Andoh, 2018, p. 180). 
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Organizations can utilize TAM in determining the reasons behind staffs’ decisions 

to accept or reject the use of IS. Understanding these reasons can help organizations 

select and deploy ISs that are easily adoptable by staff. Furthermore, organizations can 

also implement training and change management, which simplifies the use of technology 

and communicates the usefulness of technology to staff. 

Venkatesh and Davis (2000) extended TAM to TAM 2 by introducing new 

variables. These variables include subjective norm, image, job relevance, output quality, 

result demonstrability, experience, and voluntariness. Additionally, the researchers 

merged the variables “attitude towards using” and “behavioral intention to use” into the 

new variable “intention to use.” The new variable “intention to use” measures a user’s 

intention towards the use of technology; this intention may be positive or negative. 

Furthermore, the new variables of TAM 2 can be categorized under the social influence 

and cognitive instrumental process. The category of social influence includes subjective 

norm, image, experience, and voluntariness. Additionally, the category cognitive 
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instrumental process includes job relevance, output quality, and result demonstrability.

 

Figure 3. Technology Acceptance Model 2 (Reprinted with permission from Venkatesh 
& Davis, 2000, p. 188). 
 

As applied to this study, the TAM framework helped to investigate the 

significance of the independent variables (IT administrators’ perception of data security 

and fault tolerance) on the dependent variable (IT administrators’ intentions to adopt 

cloud computing). TAM provided the framework to examine the relationship between IT 

administrators’ perception of data security, IT administrators’ perception of fault 

tolerance, and IT administrators’ intentions to adopt cloud computing. TAM provided the 

framework to test the validity of both the null and alternative hypotheses. TAM relates to 

the variables of this study in the following ways: PU in this study relates to IT 
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administrators’ intention to adopt cloud computing; perceived usefulness of cloud 

computing influences the intention of IT administrators’ to adopt cloud computing, in 

other words, if IT administrators perceive cloud computing to simplify data storage, 

simplify integration of applications, simplify administration, improves data security, 

reduces cost, and increase job performance, they may adopt cloud computing, otherwise, 

they may drop the intention to adopt cloud computing. PEOU in this study relates to IT 

administrators’ intentions to adopt cloud computing, IT administrators’ perception of data 

security, and IT perception of fault tolerance; IT administrators’ intentions to adopt cloud 

computing may be impacted by their perception of ease of use. 

On the one hand, if IT administrators perceive difficulty in using cloud computing 

because of data security and fault tolerance issues, they may decide not to adopt cloud 

computing. On the other hand, if IT administrators perceive that the use of cloud 

computing is easy and free of data security and fault tolerance issues, they may decide to 

adopt cloud computing. ATU in this study relates to IT administrators’ perception of data 

security, perception of fault tolerance, and intention to adopt cloud computing; IT 

administrators may evaluate the first two variables to determine whether it is desirable to 

use cloud computing or not. BIU in this study relates to the likelihood of IT 

administrators adopting cloud computing. Finally, ASU in this study helped determine if 

an IT administrator has used cloud computing before or not.  
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Supporting Theories 

 Numerous theories exist to explain the challenges of the adoption of cloud 

computing. Such theories include Unified Theory of Acceptance and Use of Technology 

(UTAUT), The Theory of Reasoned Action (TRA), Theory of Planned Behavior (TPB), 

Task, Technology Fit (TTF) model and Technology, Organization, Environment (TOE) 

framework. The supporting theories for this study highlight their authors, variables, and 

how they relate to the challenges of the adoption of cloud computing. 

 Unified theory of acceptance and use of technology. Venkatesh, Morris, Davis, 

and Davis created the Unified Theory of Acceptance and Use of Technology in 2003 

(Gümüşoğlu & Akay, 2017). The researchers developed this theory due to the inability of 

TAM 2 to accurately predict technology adoption. According to Venkatesh and Davis 

(2000), TAM 2 is only able to predict success in technology adoption in 30-50% of the 

cases. This reason led the Venkatesh et al. (2003) to assess eight other existing models 

such as the technology acceptance model (TAM), theory of reasoned action (TRA), the 

theory of planned behavior (TPB), the combined TAM and TPB (C-TAM-TPB) the 

innovation diffusion theory (IDT), motivational model (MM), the model of PC utilization 

(MPCU), and the social cognitive theory (SCT). Venkatesh et al. (2003) discovered that 

TAM had the highest R-value of .53 among the other assessed models, and this revelation 

informed the theorist that TAM possesses the best fit for the prediction of users’ intention 

to use technology. 
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UTAUT consists of four key constructs that influence behavioral intention and 

use behavior towards technology (Hanifi & Ali, 2017). These four constructs are (a) 

performance expectancy (PE) – the extent to which a technology provides benefits to 

users in increasing performance in certain activities, (b) effort expectancy (EE) – the 

degree of ease associated with users’ use of technology, (c) social influence (SI) – the 

degree to which users perceive as important, that others believe they should use a new 

system or technology, and (d) facilitating conditions (FC) – users’ perceptions of the 

availability of resources and support to use a new system or technology (Isaias, Reis, 

Coutinho, & Lencastre, 2017). Rahi, Ghani, Alnaser, and Ngah (2018) investigated the 

role of UTAUT in the internet banking adoption context. They conduct a quantitative 

approach-based survey to collect data from 398 internet banking users. The researcher 

utilized the structural equation model (SEM) approach, and the result of their study 

indicates that the UTAUT model provided a good theoretical foundation in technology 

adoption. 

Similarly, Howard, Restrepo, and Chang (2017) extended the UTAUT model to 

understand the perceptions that users have towards utilizing building information 

management (BIM). The researchers conducted a survey which 84 industry stakeholders 

completed, and the results analyzed against a modified UTAUT model with additional 

variables, namely Attitude and employees moderators of Experience and Voluntariness. 

The results reveal that Performance Expectancy does not directly affect Behavioral 

Intention, signifying that stakeholders perceive BIM as an unrewarding addition to 
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existing work processes. As it relates to this study, UTAUT may help explain factors 

such as increase in productivity within organizations by implementing cloud computing 

(performance expectancy), ease of use of cloud-based applications and access to data 

(effort expectancy), influence other IT administrators to implement cloud computing 

(social influence), availability of supporting systems such as cloud security and fault 

tolerance (facilitating conditions) which are contributing factors to IT administrators 

acceptance of implementing cloud computing. 

Theory of reasoned action (TRA).  TRA is a widely used theory that elaborates 

and predicts the determinants of behavioral intentions (Fishbein & Ajzen, 1975). Martin 

Fishbein and Icek Ajzan developed the theory in 1975 (Karnowski, Leonhard, & Kümpel, 

2018). TRA hypothesizes that a person’s exhibition of a certain behavior is influenced by 

his or her behavioral intention (BI) and the BI in question, also influenced by the person’s 

attitude and subjective norm (SN) concerning the initially referenced behavior. In other 

words, a person’s BI will be influenced by his or her Attitudes (A) (evaluations of the 

consequences of a behavior) and Subjective Norms (SN) (perceptions of other person’s 

approval or disapproval of the behavior), that is BI = A+SN (Lorenzo-Blanco et al., 

2016). TRA utilizes the following constructs: (a) Behavioral Intentions (BI), Attitudes 

(A), and Subjective Norms (SN) (Dippel, Hanson, McMahon, Griese, & Kenyon, 2017). 

BI measures a person’s intention to perform a specific behavior (Fishbein & Ajzen, 1975, 

p. 288). Attitude is a person’s positive or negative feelings towards performing a specific 

behavior (Fishbein & Ajzen, 1975, p. 216). Finally, Subjective norm refers to a person’s 
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perception that other persons think he or she should or should not perform a specific 

behavior (Fishbein & Ajzen, 1975, p. 302). Buabeng-Andoh (2018) explored the ability 

of the integration of technology acceptance model (TAM) and theory of reasoned action 

(TRA) to predict and explain university students’ intention to use mobile learning in 

schools. The researcher surveyed 487 students using a seven-point Likert scale survey 

questionnaire. The researcher used structural equation modeling as the statistical 

technique to analyze the data, and the findings reveal that the resulting model was quite 

able to predict and explain behavioral intention (BI) among students in Ghana. 

Additionally, the study discovered that attitudes toward the use and subjective norm 

significantly determined students’ BI to use mobile learning. In another example, Barman 

S. and Barman A. (2016) used TRA to identify the determinants of university lecturers’ 

intention to adopt Problem Based Learning (PBL). They surveyed a sample of 112 

lecturers of USM, chosen by random sampling. The researchers explored the effect of 

two external variables, namely knowledge and skill and three independent variables, 

namely attitude, subjective norm, and perceived belief control on the adoption of PBL by 

the lecturers. The findings of their study reveal that the lecturers’ knowledge of PBL 

affects their attitude and perceived belief control. 

Additionally, the lecturer’s skills on PBL affect their subjective norm positively 

and significantly. Finally, the lecturer’s attitude, subjective norm, and perceived belief 

control about PBL affect their intention to adopt PBL. As it relates to this study, TRA can 

help determine IT administrators’ behavioral intentions to adopt cloud computing based 
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on their attitude towards the use and perception of other IT administrators’ approval or 

disapproval (subjective norm) of their adoption of cloud computing. 

Theory of planned behavior (TPB). TPB is the theory that uses independent 

variables to predict and explain an individual’s behavioral intentions (BI), and BI, in turn, 

is used to predict an individual’s behavior (Guo, Hermanson, Berkshire, & Fulton, 2019). 

Icek Ajzen developed the TPB in 1985 to improve on the predictive capability of TRA by 

including the variable perceived behavioral control. TPB utilizes three independent 

variables or formative predictors to predict an individual’s behavior (Yuha, Jin, & 

Kyungmook, 2018). These variables are (a) attitude toward behavior, (b) subjective 

norms, and (c) perceived behavioral control (Ajzen, 1991; Anjum, Sharifi, Nazar, & 

Farrukh, 2018). Attitude toward behavior is the extent to which an individual positively 

or negatively evaluates a specific behavior, subjective norms is an individual’s perception 

of how others approve or disapproves the individual’s performance of a given behavior, 

and perceived behavioral control is an individual’s perceived competence in performing a 

specific behavior based on experience or anticipated challenges (Ajzen, 1991). Many 

researchers have utilized TPB in predicting an individual’s behavior. For example, 

Bhochhibhoya and Branscum (2018) conducted a systematic review to determine the 

effectiveness of the TPB and the Integrated Behavioral Model (IBM) in predicting and 

explaining alcohol-related behaviors in individuals. They reviewed 11 articles, and their 

findings revealed that the TPB and IBM models predicted between 45% to 75% variance 

for intentions and 26% to 90% of the alcohol-related behaviors. They also discovered that 
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attitudes accounted as the strongest predictor of behavioral intention, and behavioral 

intention accounted for the strongest predictor of alcohol-related behavior. 

Similarly, Alami et al. (2019) used the TPB to explore the determinants that 

influence supplement intake, specifically determinants that influence dietary supplement 

behavior towards the use of iron and vitamin D supplements amongst adolescent girls in 

Iran. The researchers surveyed 485 adolescent girls aged 12-17 years. They used multiple 

analytical models, including hierarchical regression and structural equation modeling 

(SEM) to examine the link between TPB constructs and adolescent’s behavioral 

intentions to consume dietary supplements. Their findings show that the variables of TPB 

and knowledge were found to predict 74% of the variation in the behavioral intentions of 

the adolescent girls. Additionally, SEM showed that perceived behavioral control (PBC) 

and knowledge had significant associations with intention behaviors to take nutritional 

supplements. As it relates to this study, TPB can help determine IT administrators’ 

behavioral intentions to adopt cloud computing based on their attitude towards use, 

perception of other IT administrators’ approval or disapproval (subjective norm) of their 

adoption of cloud computing, and their perception of past experiences with the adoption 

of cloud computing and related challenges (perceived behavioral control). 

Diffusion of innovation theory (DOI). Researchers and analysts consider DOI as 

one of the essential theoretical models in explaining users’ utilization of innovative ideas 

and technology (Mohammed, Alzahrani, Alfarraj, & Ibrahim, 2017). Dincă, Dima, and 

Rozsa (2019) describe DOI as one of the most generally utilized theories for the analysis, 



44 

 
 

interpretation, and estimation of users’ adoption of technologies. Rogers and Shoemaker 

developed the DOI theory in 1983 (Turan, Tunç, & Zehir, 2015). The theory explains the 

process of communicating the innovation of ideas and technology through specific 

channels to users within a society over time. In other words, DOI explains the various 

stages of the adoption of innovative ideas and technology by users. The main constructs 

of DOI are relative advantage, compatibility, complexity, trialability, and observability. 

These constructs represent the various attributes that possess 49 to 87 percent capability 

to influence the adoption of innovative ideas and technology (Kim & Amran, 2018). 

The period users require to traverse the innovation-decision dimensions can vary 

widely across users and circumstances (Scott & McGuire, 2017). Moore and Benbasat 

(1991) explained further explain DOI theory using seven dimensions. These dimensions 

are relative advantage, ease of use, compatibility, image, result demonstrability, visibility, 

and trialability. Relative advantage refers to users’ perception that an innovative 

technology or idea is advantageous to increase their job performance; relative advantage 

is synonymous with perceived usefulness in TAM. Compatibility is the extent to which 

users perceive an innovative idea or technology as being consistent with their existing 

values, needs, and past experiences. Complexity refers to users’ ease of learning and 

effortless use of innovative technology; complexity is synonymous with perceived ease 

of use in TAM. Trialability presents the opportunity for potential users to experiment 

with innovative ideas or technology. Finally, observability is the degree to which users 

see the results of an innovative technology or idea. As it relates to this study, DOI may 
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help explain the various dimensions IT administrators must consider before making 

adoption decisions on innovative technology such as cloud computing. 

Task-technology fit model (TTF). The TTF model is a widely used model for 

assessing the fit between task and technology characteristics (Wu & Chen, 2017). The 

model helps explain the importance of how the implementation of technology improves 

users’ performance. Users’ identification of the task the technology addresses and the fit 

between the task and the technology determines the successful implementation of 

technology (Khan I., Hameed, Yu, Islam, Sheikh & Khan S., 2018). In this regard, TTF 

makes a general assumption that users will adopt technology based on its appropriateness 

to the task they intend to perform. In other words, TTF assumes that users will match 

technology with their task requirements. Goodhue and Thompson developed TTF in 1995 

and included a measure of task-technology fit that consists of 8 factors, namely quality, 

locatability, authorization, compatibility, ease of use/training, production timeliness, 

systems reliability, and relationship with users (Goodhue & Thompson, 1995). The four 

constructs of TTF are Task characteristics, Technology characteristics, Individual 

performance, and System utilization. As it relates to this study, TTF can help explain the 

fit between different tasks (remote storage, virtual desktop infrastructure, and application 

management) and cloud computing technology. It can help explain IT administrators’ 

consideration of the usefulness of cloud computing in achieving these tasks. 

Technology-organization-environment (TOE) framework. This framework has 

become very important in providing researchers with a model for technology adoption, 
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which they can use for any organizational technology innovation adoption (Ngah, 

Zainuddin, & Thurasamy, 2017). Tornatzky and Fleischer developed the theoretical 

framework in 1990. TOE analyzes the factors or influencers of the adoption of 

technological innovations by firms and organizations (Tomás, Thomas, & Oliveira, 2018; 

Yousef, Rusli, Rodziah, & Yusmadi, 2018). The primary tenet of the TOE theory is that 

technology, organization, and the environment influence organizations’ adoption of 

technological innovation or improvement (Chatzoglou & Chatzoudes, 2016). The 

following are the main constructs used by TOE: (a) Technology, (b) Organization, and 

(c) Environment (Yeh & Chen, 2018). Technology context refers to characteristics of 

technology such as availability, complexity, and compatibility, which impacts on the 

adoption of innovation.  

Hassan, Nasir, Khairudin, and Adon (2017) also discovered IT resources as a 

technological factor affecting the adoption of innovative technology. Additionally, 

technology also refers to technologies that are relevant to the organization. The 

technology aspect of this study focuses on technology characteristics that show 

complexities involved in implementing cloud computing. According to Aboelmaged and 

Hashem (2018), users find a new technological innovation complex when it is difficult to 

use or implement. The organizational context depicts the characteristics of an 

organization relative to IT adoption; such characteristics include the size of an 

organization, the degree of complexity in management structure, the degree of 

formalization, intentions of staff, and relationships among employees (Ahmed, 2020). 
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The environmental context depicts the composition and structure of the industry, 

competitors, and government’s regulations and policies (Ahmed, 2020). The 

environmental context may significantly affect the adoption of technology by 

organizations. For example, to obtain competitive advantages in the marketplace, the 

more intense the competition in business, the more pressure is on an organization to 

adopt an innovation and technology. As applied to this study, the TOE framework may 

help investigate the significance of the independent variables (data security and fault 

tolerance) on the dependent variable (system administrator’s intention to implement 

cloud computing). TOE may provide the framework to examine the relationship between 

system administrators’ perception of data security, system administrators’ perception of 

fault tolerance, and system administrator’s intention to implement cloud computing. TOE 

may provide the framework to test the validity of both the null and alternative 

hypotheses.  

Contrasting Theories 

Considering that multiple supporting theories exist to conduct this study, many 

other contrasting theories to this study exist. The chosen theoretical framework for this 

study is TAM. The contrasting theories presented highlight their definition, focus, 

authors, constructs, and the reasons they may not be as suitable for this study. 

Actor-network theory (ANT). Bruno Latour, Michel Callon, and John Law 

developed the ANT in 1986 (Smith, Kempster, & Barnes, 2017). ANT conceptualizes 

how social interactions occur in a network of disparate elements (Iyamu & Mgudlwa, 
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2018). ANT can help understand how disparate elements converge to constitute networks 

and associations and connections (Parker, 2017). ANT can also help to describe the 

reasons why certain phenomena, ideas, and facts exist with a particular composition or 

configuration (Hung, 2016). Freeman (2018) states that researchers can only visualize the 

actions and interactions of entities by following the connections between heterogeneous 

elements that constitute such entities. According to Smith, Kempster, and Barnes (2017), 

Law applied ANT in the diagnosis of science, suggesting that it involves the process of 

heterogeneous engineering where different human and non-human elements fit together 

to form a set of equally heterogeneous scientific products. For example, while people 

believe that they are in control of data and they can manipulate data to make decisions, it 

is equally true that data also influence how people make decisions, thus creating a mutual 

interaction between human and non-human elements (Desai et al., 2017). Drawing from 

this example, it is evident that ANT perceives both human and non-human elements in a 

network as the same (Abrams, & Gibson, 2017). 

The primary tenet of ANT is that heterogeneous elements constitute a network or 

system, and every element is important to the success or failure of the system (Zawawi, 

2018). The following are the main constructs used by ANT: (a) Actor, (b) Actor-Network 

(c) Punctualization, (d) Translation, (e) Black box, and (f) Obligatory Passage Points 

(OPP). Actor refers to the natural, human, or non-human elements of the network. Actor-

network is a network consisting of different elements with aligned interests (Bowers, 

2018). Punctualization provides a form of abstraction for a complex network when 
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connecting to other networks; an abstracted network eventually becomes a node in a 

larger network. Translation is a process of aligning the interest of actors in the network 

with the focal actor. Black box creates an abstraction for a cooperative network. Finally, 

OPP describes how the focal actor mandates the other actors to pass through its 

requirements for the network. Considering this study, ANT was not suitable for 

explaining the challenges IT administrators consider in adopting cloud computing. 

The reason being that ANT focuses more on how social interactions occur in a 

network of heterogeneous elements, while this study focused on the influencers of 

technology adoption. 

Grey systems theory (GST): GST, which was developed by Julong Deng in 

1982, focuses on the study of problems and systems with small samples and partial 

information (Rafal, Xie, & Dong, 2019). Salookolaei, Liu, and Nasseri (2018) also 

described GST as a system with partial and uncertain information, which is provided by 

both grey numbers and grey variables. In simple words, the theory focuses on 

extrapolating information from systems with very little information to understand the 

system (He, 2018). This theory has been useful in solving various real-life problems in 

the fields of economy, nature, technical, and social (Rafal, Xie, & Dong, 2019). Rafal, 

Xie, and Dong (2019) explained GST by using the black box and white box concepts; 

information about a known system is white information while an unknown system 

presents black information, and partial information about a system is grey information. 

Considering this study, GST was not suitable to explain the challenges IT administrators 
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consider in adopting cloud computing. The reason being that cloud computing is not a 

grey system worthy of being studied using GST; IT administrators already know 

information about cloud computing and its technical challenges. Additionally, this study 

is about the examination of the relationship between IT administrators' perception of 

these technical challenges and their intentions to adopt cloud computing.  

Critical Analysis and Synthesis of Independent Variables 

This study used two independent variables, namely: (a) IT administrators’ 

perception of data security, and (b) IT administrators’ perception of fault tolerance. This 

study examined if IT administrators’ perception of these variables influences their 

intentions to adopt cloud computing. The result of this examination helped determine 

whether to accept or reject the null hypothesis of this study. 

IT administrators’ perception of data security. This independent variable 

represents how IT administrators perceive data security as an essential element in 

adopting cloud computing. IT administrators’ understanding of this variable may 

influence their decisions to either adopt cloud computing or adopt a different computing 

model. For example, if IT administrators interpret cloud computing as a computing model 

with numerous data security issues, they may decide not to adopt the technology. 

 Conversely, if IT administrators understand that cloud computing is susceptible 

to data security issues, but understand the strategies to mitigate data security issues, they 

may adopt cloud computing. Data security is an imperative concept in IT implementation. 

Data security issues are growing at an exponential rate affecting personal data and the 
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survival of organizations globally (Noguerol & Branch, 2018). According to Hallová, 

Polakovič, Šilerová, and Slováková, (2019), there are a plethora of data security incidents 

such as malware information, data manipulation, and data leakage affecting many 

organizations globally. Data security ensures that organizations and individuals preserve 

the confidentiality, integrity, and availability of data. The absence of data security 

practices in an organization may prevent such organizations from achieving its business 

goals and objectives. Therefore, this variable helped measure how IT administrators’ 

intentions to adopt cloud computing are affected by their perception of data security. 

IT administrators’ perception of fault tolerance. This independent variable 

represents how IT administrators perceive fault tolerance in cloud computing systems as 

an important element in adopting cloud computing. IT administrators understanding and 

interpretation of this variable may influence their decisions to either adopt cloud 

computing or adopt a different computing model. For example, if IT administrators 

interpret cloud computing as a fault intolerant computing model, they may decide not to 

adopt the technology. Conversely, if IT administrators understand that cloud computing 

is susceptible to faults, but understand the strategies to ensure fault tolerance, they may 

adopt cloud computing. Faults are inherent in cloud computing systems (Abdulhamid, 

Abd Latiff, Madni, & Abdullahi, 2018), and this is due to the network of multiple 

heterogeneous sub-systems that constitute cloud computing systems. Each of these sub-

systems can easily fail due to numerous reasons, thereby causing the cloud system to fail. 

Fault tolerance in cloud computing is the ability of a cloud computing platform to detect 
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and identify faults in the system and recover from the faults without negatively impacting 

on the cloud service (Nazari Cheraghlou, Khadem-Zadeh, & Haghparast, 2016). 

Chaturvedi and Sharma (2017) also describe fault tolerance as the ability of a cloud 

computing system to handle failures that can occur during the scheduling process, which 

may be related to resource failure or unavailability, task failure, network issues, 

insufficient memory, and overloaded resources. These failures may negatively impact the 

applications deployed on virtual machines. Consequently, cloud computing must 

implement fault tolerance to address users’ IS reliability and availability concerns. 

Therefore, this variable helped measure how IT administrators’ intentions to adopt cloud 

computing are affected by their perception of fault tolerance. 

Critical Analysis and Synthesis of the Dependent Variables 

IT administrators’ intentions to adopt cloud computing. This dependent 

variable represents the likelihood of IT administrators’ mental state of commitment to 

adopt cloud computing in the future. IT administrators’ intention to adopt cloud 

computing is a behavioral intention that can be negatively or positively influenced by the 

independent variables in this study. According to Reyes-Menendez, Ramon Saura, Palos-

Sanchez, and Alvarez-Garcia (2018), Behavioral intention refers to the likelihood of 

using technology over some time. Therefore, this dependent variable measured the 

likelihood of IT administrators adopting cloud computing based on their perception of 

data security and fault tolerance in cloud computing.  
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Measurement of Variables 

This quantitative correlational study used online questionnaires based on a Likert-

type scale to measure research variables. The data collected using the online 

questionnaires formed a numerical basis for conducting further analysis using both 

descriptive and inferential statistics. In addition to the section that captured participants’ 

demographic information, the questionnaire contained three other sections that captured 

data related to IT administrators’ intention to adopt cloud computing, IT administrators’ 

perception of data security, and IT administrators’ perception of fault tolerance. I 

maintained the validity of the research variables by utilizing a validated survey 

instrument from previous research.  

Compare and Contrast Points of View and Relationship of the Study to Previous 

Research and Findings 

The purpose of this research study was to examine the relationship between IT 

administrators’ perception of data security, IT administrators’ perception of fault 

tolerance, and IT administrators’ intentions to adopt cloud computing. This study relates 

to several previous works of literature, specifically from the point of data security in 

cloud computing, fault tolerance in cloud computing, and the adoption of cloud 

computing. 

Adoption of cloud computing. 

The first point of view of this study was the factors affecting the adoption of 

cloud computing. This point of view compares and contrasts with other previous 

literature on the adoption of cloud computing. Qasem, Abdullah, Jusoh, Atan, and Asadi, 
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(2019) conducted a systematic literature review to analyze extant research on the 

adoption and usage of cloud computing in higher education institutions to provide a 

coherent classification of influencers and barriers of cloud computing adoption. The 

findings of their literature review showed that self-efficacy, subjective norm, perceived 

ease of use, and perceived usefulness of cloud computing are major influencers of 

adoption while data security, user privacy, complexity, and lack of knowledge are major 

barriers of adopting cloud computing. Likewise, Rakesh, Bhaskar, Balkrishna, and 

Vaibhav (2019) identified the important factors influencing cloud computing adoption in 

the manufacturing micro, small and medium enterprises (MSMEs) and their findings 

show that the major influencers of cloud computing are hardware scalability and 

standardization, cost, innovation, installation and gradation, and quality of service. 

Dahunsi and Owoseni (2015) conducted a critical analysis of the advantages and 

challenges of users' adoption and usage of cloud computing in Nigeria. Their findings 

show that infrastructure issues, data security issues, lack of government policies, lack of 

awareness, and lack of research and development are barriers to the adoption of cloud 

computing in Nigeria. Comparing these works of literature with this study shows that 

users' perception of usefulness, self-efficacy, perception of ease of use, and subjective 

norm generally influences users' adoption of cloud computing. Conversely, the major 

barrier to cloud adoption common to the literature, and this study is data security issues. 

Perception of data security.   

Another point of view of this study was the perception of data security and its 

effect on the adoption of cloud computing. Rakesh, Pragati, Manoj, Bhaskar, and Sachin 
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(2018) identified and modeled critical barriers to cloud computing adoption in India's 

micro, small and medium enterprises using the interpretive structural modeling (ISM) 

approach. The findings of their research identified 14 barriers, which the researchers later 

summarized into three barriers, namely lack of confidentiality (data security and privacy), 

lack of top management support, and lack of sharing and collaboration. The perception of 

these factors dissuaded users from adopting cloud computing. Likewise, Priyadarshinee, 

Raut, Jha, and Gardas (2017) developed a hybrid two-stage, structural equation modeling 

(SEM) artificial neural network (ANN) model to predict factors affecting cloud 

computing adoption in the Indian private organizations. Their findings show that 

perceived IT security risk (data security), risk analysis, technology innovation, 

management style, and trust strongly affect the adoption of cloud computing in Indian 

private organizations. Comparing these pieces of literature with this study point of view 

shows that users' adoption of cloud computing is affected by users' perception of data 

security. Conversely, this study's point of view did not consider other predicting factors 

such as lack of top management support, lack of sharing and collaboration, risk analysis, 

technology innovation, and management style. 

Perception of fault tolerance. 

The last point of view of this study was the perception of fault tolerance and its 

effect on the adoption of cloud computing. Fault tolerance ensures that heterogeneous 

components of a cloud system can quickly recover from faults without negatively 

impacting on cloud users’ experience. In other words, fault tolerance in cloud computing 

affects the reliability of the system, and this may affect IT administrators’ intention to 
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adopt cloud computing. According to Abdulhamid and Latiff (2017), a prominent issue in 

cloud computing is fault tolerance issues in executing tasks and maintaining the 

availability of virtual machines. The researchers proposed a checkpoint league 

championship algorithm, which is a fault-tolerance aware scheduling system to address 

both time and hardware-dependent task execution failures. Liu et al. (2018) proposed 

both proactive and reactive fault tolerance schemes to enhance the reliability of cloud 

computing systems. These fault tolerance schemes ensure coordination among numerous 

virtual machines that jointly complete a parallel application. The result of the researchers’ 

experiment showed the effectiveness of their proposed fault tolerance schemes at 

improving the availability and reliability of cloud computing systems. Comparing these 

pieces of literature with this study’s point of view, it is clear that fault tolerance is a major 

issue in cloud computing. Conversely, these pieces of literature did not emphasize how 

fault tolerance affects users’ intention to adopt cloud computing.  

Gaps in Literature 

While the literature researched challenges in the adoption of cloud computing in 

the areas of influencers of adoption of cloud computing, perception of data security, and 

perception of fault tolerance, there are some gaps in the literature. The literature did not 

focus on the challenges in the adoption of cloud computing in government organizations. 

The literature focused on higher education institutions and micro, small, and medium 

enterprises. Additionally, the literature did not focus on IT administrators as potential 

adopters of cloud computing. The literature rather focused on end-users and potential 



57 

 
 

adopters of cloud computing. Finally, the majority of the literature did not focus on cloud 

computing adoption in Nigeria, except for one literature. The majority of the literature 

focused on factors affecting cloud computing in India. 

Table 1 

Previous researches in challenges of cloud computing adoption 

Author/Date Perception 

of Data 

Security 

Perception 

of Fault 

Tolerance 

Intentions 

to use 

Cloud 

Computing 

Significant Findings 

Qasem, 

Abdullah, 

Jusoh, Atan, 

& Asadi, 

(2019) 

Yes 

 

No Yes Self-efficacy, subjective norm, 

perceived ease of use, and 

perceived usefulness of cloud 

computing are major influencers 

of adoption, while data security, 

user privacy, complexity, and 

lack of knowledge are major 

barriers to adopting cloud 

computing. 

 

 

(table continues) 
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Author/Date Perception 

of Data 

Security 

Perception 

of Fault 

Tolerance 

Intentions 

to use 

Cloud 

Computing 

Significant Findings 

Rakesh, 

Bhaskar, 

Balkrishna, & 

Vaibhav 

(2019) 

No No Yes Major influencers of cloud 

computing are hardware 

scalability and standardization, 

cost, innovation, installation and 

gradation, and quality of service 

Dahunsi & 

Owoseni 

(2015) 

Yes No Yes Infrastructure issues, data security 

issues, lack of government 

policies, lack of awareness, and 

lack of research and development 

are barriers to the adoption of 

cloud computing in Nigeria 

Rakesh, 

Pragati, 

Manoj, 

Bhaskar, & 

Sachin (2018) 

Yes No Yes Lack of confidentiality, lack of 

top management support, and 

lack of sharing and collaboration 

are barriers to adoption of cloud 

computing 

(table continues) 
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Author/Date Perception 

of Data 

Security 

Perception 

of Fault 

Tolerance 

Intentions 

to use 

Cloud 

Computing 

Significant Findings 

Priyadarshinee, 

Raut, Jha, & 

Gardas (2017) 

Yes No Yes Perceived IT security risk, risk 

analysis, technology innovation, 

management style, and trust 

strongly affect the adoption of 

cloud computing in Indian private 

organizations 

Liu et al. 

(2018) 

No Yes No The researchers' experiment 

showed the effectiveness of their 

proposed fault tolerance schemes 

at improving the availability and 

reliability of cloud computing 

systems 

Abdulhamid & 

Latiff (2017) 

No Yes No The researchers’ algorithm is 

effective at addressing both time 

and hardware-dependent task 

execution faults 
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Transition and Summary 

Section 1 provided an introduction to the problem addressed by this research 

study and also presented information about the background of the problem. The section 

presented the problem statement, purpose statement, nature of the study, the research 

question that related to an applied information technology issue, and the hypotheses that 

the study will subsequently examine. Additionally, section 1 also provided information 

about the significance of the study, study assumptions, study limitations, and study 

delimitation information technology. Finally, Section 1 ended by presenting an in-depth 

literature review that discussed the concept of cloud computing, its benefits, challenges, 

and the theoretical framework, which serves as an anchor for this study.  

Section 2 starts with a restatement of the study’s purpose statement and provides 

information regarding the study’s research methodology and design. Additionally, the 

section provides information on the role of the researcher, study participants, target 

population, data collection instrument, data collection technique, data organization, and 

data analysis technique. Finally, section 2 ended with a detailed discussion on the study 

validity, which includes the identification of threats to validity and strategies to ensure 

the study’s validity. 
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Section 2: The Project 

Purpose Statement 

The purpose of this quantitative correlational study was to examine the 

relationship between IT administrators' (a) perception of data security, (b) perception of 

fault tolerance, and (c) intentions to adopt cloud computing. The independent variables 

are IT administrators' perception of data security and perception of fault tolerance. The 

dependent variable is IT administrators' intentions to adopt cloud computing. The target 

population of this study consisted of IT administrators from government organizations in 

the northern part of Nigeria who have (a) adopted cloud computing and having 

challenges, (b) successfully adopted cloud computing, (c) intentions to adopt cloud 

computing. The implication for positive social change lies in the potential to improve 

government service delivery to citizens and businesses. Government services such as tax 

payment, vehicle registration, drivers' licensing, national identity number registration, 

passport registration, and so many others can be made available on a cloud-based 

electronic government (e-government) platform for citizens and businesses to access 

through a single-window portal. Behind this single-window portal will exist huge 

amounts of integrated government data, integrated applications, and integrated processes 

stored in cloud servers that are geo-located around the country. Integrated government 

data and services hosted on a cloud platform will help the government reduce the cost of 

IS infrastructure while increasing efficiency, productivity, and performance. When 

government organizations can successfully adopt cloud computing, then they can worry 
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less about their information systems and focus more on increasing the performance and 

efficiency of their services. Consequently, improved services from the government will 

ensure that citizens and businesses benefit from government policies. For example, 

citizens can have their passports, driver's licenses, vehicle registration, and health 

services processed and delivered faster, and businesses can experience a significantly 

reduced processing time for requests such as tax clearance, company registration, and 

other useful government information. 

Role of the Researcher 

As the researcher in this study, my role involved the recruitment of participants 

through partner organization contact persons, collection of data using an online survey 

instrument, analysis of data to examine the relationship between IT administrators' 

perception of (a) data security, (b) fault tolerance, and (c) intentions to adopt cloud 

computing and dissemination of the results of the analysis. I selected only a survey 

instrument that conformed to the criteria for the validity of empirical measurements. 

According to Barry, Chaney, Piazza-Gardner, and Chavarria (2014), researchers should 

evaluate survey instruments to ensure the integrity of the collected data. 

The area of this study, which is cloud computing, is familiar to me due to 

previous implementations and maintenance of private and public cloud platforms for 

organizations. As an IT administrator in my organization, one of my roles is to ensure 

that the organization's cloud computing systems function effectively to support data 

storage, virtual desktop interface (VDI) implementation, virtual servers, web application 
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hosting, and software applications. The implication of my familiarity with the topic may 

introduce bias during data collection and analysis as I may have a preconception of the 

participants' responses and the result of the analysis. According to East (2016), there is 

significant evidence that elements such as preferred forms of order, heuristic processes, 

and mental accounting partly control judgment and decision-making. 

 I did not have relationships with the participants of this study because the 

participants exist in organizations that are not personally familiar to me. Additionally, I 

administered the survey remotely and anonymously using an online questionnaire, which 

participants accessed through a link sent via e-mail by the partner organizations’ contact 

persons. According to Rowley (2014), participants can complete 44 questionnaires 

without the need for direct interaction with researchers.   

Researchers should ensure participants protection from issues such as security, 

privacy, confidentiality, and integrity during data collection. Researchers must adhere to 

the Belmont Report, which states that researchers must exercise their ethical 

responsibilities by protecting human subjects during research studies (Adashi, Walters, & 

Menikoff, 2018). I ensured protection for my research participants by submitting my 

research plan or proposal to Walden University Institution Review Board (IRB). This 

action ensured that the IRB evaluated the extent of risk that my research participants are 

vulnerable to before embarking on the research. During data collection, I  disclosed full 

information of the research to the participants and obtained implied informed consent 

prior to data collection. I also ensured that I read and understood the Belmont Report to 
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enable me to observe the guidelines for the protection of human subjects in research 

(National Commission for the Protection of Human Subjects of Biomedical and 

Behavioral Research, 1978). I have already certified the understanding of my ethical 

requirements and responsibilities during research involving human subjects by 

completing the National Institutes of Health Protecting Human Research Participants 

online training course (Certification Number: 2557799). A copy of this certificate is 

available in Appendix A. 

Participants 

Researchers' ability to identify, screen, and recruit potential research participants 

cost-effectively and rapidly is very imperative to the success of research studies (Palac et 

al., 2018). Therefore, researchers require the engagement of the right participants to 

reduce the research time frame and ensure high-quality research process and research 

findings. Researchers must define certain participants' selection eligibility criteria before 

selecting participants. According to Elo et al. (2014), researchers must define criteria that 

show the participants' knowledge of the research topic. Participants who fit the criteria of 

the study topic can be easily identified and accessible using this method (Peterson & 

Merunka, 2014). The criteria that I defined in selecting my study participants include (a) 

knowledge of cloud computing, (b) position as an IT administrator, and (c) three years 

experience as a staff in the Nigerian government sector.  

I gained access to the study participants through their heads of the organization 

and designated contact persons for each partner organization. According to Groves et al., 
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(2012), gaining access to participants through sponsors can prevent the non-response 

bias, which represents the bias between research respondents and nonrespondents. I 

officially wrote the heads of research partner organizations of my intention to recruit their 

staff as study participants, and the heads of the organization, in turn, designated contact 

persons that forwarded my research intent to their staff. Sequel to permission from the 

heads of research partner designated contacts within each organization forwarded the 

research invitation letter, informed consent, and online survey link to potential 

participants. The invitation letter and the informed consent contained information such as 

the purpose of the research study, how their participation will benefit the study, research 

ethics, and ways of seeking further clarification on the study. According to McCullagh, 

Sanon, and Cohen (2014), researchers should inform research participants of the benefits 

of their participation in the research study. 

Additionally, I sent a follow-up e-mail to the designated contact persons in each 

partner organization for onward delivery to potential participants. The follow-up-e-mail 

contained information about the study, the reassurance of participants’ security and 

privacy, and assurance of participants’ voluntary involvement in the research study. 

Tinkler, Smith, Yiannakou, and Robinson (2018) sent e-mails to participants assuring 

them of their voluntary participation in their research; the researchers used this strategy 

as a way to gain access to their participants.  

I established a working relationship with the participants by requesting permission 

from their heads of the organization. This request for permission included a letter of 
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intent to conduct research and engage participants, details of the research, the possible 

risks involved, and an informed consent letter. Additionally, I provided the participants 

(via the designated contact persons) with all the information regarding the research. 

Information I provided to participants includes the nature and purpose of the study and 

the ethical responsibilities of the researcher to ensure that the participants' participation is 

anonymous. The Belmont report requires researchers to protect research participants by 

exercising ethical responsibilities such as providing participants with informed consent 

and ensuring participants' anonymity (Judkins-Cohn & Kielwasser-Withrow, 2014; 

Regan, 2013; Roberts & Allen, 2015). 

Furthermore, I established an excellent rapport with designated contact persons in 

the partner organizations throughout the study period to enable the trust and retention of 

the participants. According to Grape, Rhee, Wicks, Tumiel-Berhalter, and Sloand (2018), 

researchers should establish a good rapport with study participants during screening and 

consent stages to engender trust and retention of participants. I sent reminders at regular 

intervals to participants via designated contact persons to help reduce the number of non-

responders. In research on the diagnostic study of ovarian cancer conducted by Sun, 

Gilbert, Ciampi, and Basso (2017), the researchers sent up to two reminders to help 

reduce the number of non-responders. Finally, I informed the participants via the consent 

form of how the data collected will be used, kept, and destroyed. 



67 

 
 

Research Method 

According to Sparkes, 2015, the philosophical worldview of the researcher is a 

significant influencer for the selection of a research method. There are three basic types 

of research methods that researchers can utilize, these are (a) Quantitative methods, (b) 

Qualitative methods, and (c) Mixed methods (Abutabenjeh & Jaradat, 2018). Quantitative 

research is a method that approaches studies from the worldview of post-positivism 

where researchers engage in objective research that is devoid of bias by testing theories 

and hypothesis and reporting findings based on tangible near infallible evidence (Tavakol 

& Sandars, 2014). Conversely, qualitative research methods stem from a constructivism 

worldview, and it provides researchers the opportunity to explore and capture the 

knowledge and experiences of humans to acquire an in-depth understanding of a 

phenomenon (Suzuki & Nagata, 2018). Mixed methods provide the opportunity for 

researchers to mix both quantitative and qualitative methods in a single study and utilize 

the best of both single methods in achieving the goals and objectives of the research 

(Zhou, 2018).  

This doctoral study implemented a quantitative research method. Quantitative 

methods usually use statistical methods to test conceptual models and investigate 

relationships between variables (Christenson & Gutierrez, 2016). According to Rutberg 

and Bouikidis (2018), quantitative methods research inclines to accurate measures using 

statistical numbers. This reason makes the quantitative method appropriate as this study 

examined the relationship between IT administrators’ (a) perception of data security, (b) 



68 

 
 

perception of fault tolerance, and (c) intentions to adopt cloud computing. A quantitative 

method was more appropriate for this study as opposed to using a qualitative and mixed-

method because this study’s goal is to investigate the relationship between independent 

and dependent variables using statistical methods. 

Conversely, a qualitative method explores humans’ knowledge and experiences of 

issues to gain an in-depth understanding of the issue (Malterud, Hamberg, & Reventlow, 

2017). According to Malterud et al. (2017), researchers can use qualitative methods to 

explore meanings of phenomena and a deeper understanding of how and why humans 

behave within their natural context. This study was not exploratory, and it did not intend 

to gain an in-depth understanding of people’s subjective knowledge or experience; 

therefore, a qualitative research method was not suitable for this study. Mixed methods 

research is used by researchers when a single research method cannot effectively explore 

a phenomenon. Mixed methods research is the fusion of both quantitative and qualitative 

methods in a single study (Zhou, 2018). According to Singh et al. (2017), mixed methods 

research involves conducting a quantitative data collection followed by qualitative data 

collection. The research method requires knowledge of both single research methods and 

a longer time to complete and can be very lengthy and difficult to publish (Jennifer & 

Mary, 2011). According to Jennifer and Mary (2011), the tendency for mixed methods 

study to be lengthy presents a hurdle for publication. This study did not engage in a 

qualitative study, which is an element of mixed-methods; neither did it combine elements 
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of quantitative and qualitative methods; therefore, a mixed method was not suitable for 

this study. 

Research Design 

A research design is a blueprint created by the researcher to guide the research 

process by structuring how a study will transition from the research purpose/questions to 

the outcomes (Abutabenjeh, & Jaradat, 2018). The research design involves a 

comprehensive planning process that depicts how data will be collected and analyzed by 

a researcher to increase the understanding of a phenomenon. Generally, selecting a 

research design begins with the identification of the outcome of the research. Focusing on 

the research outcome helps researchers design a plan that considers the following 

research process: research questions formulation, acquisition of data to answer the 

questions, analysis of the data, and presenting findings to answer the research questions 

(Abutabenjeh, & Jaradat, 2018). Designs used with the quantitative research 

methodology include experimental, quasi-experimental, and correlational (Turner et al., 

2013). 

This study utilized a nonexperimental correlational design. According to Turner, 

Balmer, and Coverdale (2013), a correlational design is used to discover or examine the 

strength of relationships between variables. This research design is used to determine the 

size and direction between variables (Curtis, Comiskey, & Dempsey, 2016). This design 

was used to determine the strength of the relationship between the research variables (a) 

perception of data security, (b) perception of fault tolerance, and (c) intentions to adopt 
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cloud computing. Other designs, such as descriptive, quasi-experimental, and 

experimental, were not suitable for this study. Experimental and quasi-experimental 

demonstrates connections in a process chain, showing a causative relationship between 

variables (Spector & Meier, 2014). The research design helps researchers determine 

whether a variable caused or influenced the occurrence or behavior of another variable 

(Turner et al., 2013). Although experimental and quasi-experimental designs show a 

causative relationship between variables, the former randomly assign participants to 

different levels of treatment (test group) and control group while the latter does not allow 

researchers randomly assign participants (Haegele & Hodge, 2015). 

Additionally, since quasi-experiments lack control, several rival hypotheses may 

exist that compete with experimental manipulations for observed results. This study did 

not show a causative relationship between variables, nor did it create experiment groups; 

therefore, experimental and quasi-experimental designs were not suitable for this study. 

Descriptive designs help researchers observe and describe the status of a variable, and 

may help researchers develop hypothesis sequel to data collection. According to Omair 

(2015), descriptive research designs are used to provide a simple description of the 

desired characteristics of a sample under study. I did not base this study on a mere 

description of attributes of population samples; therefore, descriptive design alone did not 

suffice this study.     
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Population and Sampling 

According to Haegele and Hodge (2015), population refers to a larger group of 

people who will serve as a source of study findings for a researcher while sampling refers 

to the process of selecting samples (participants) from a given population. The target 

population of this study consisted of IT administrators from government organizations in 

the Northern part of Nigeria who have: (a) adopted cloud computing and having 

challenges, (b) adopted cloud computing successfully, (c) intentions to adopt cloud 

computing. According to Elo et al. (2014), researchers must define criteria that show the 

participants' knowledge of the research topic. 

Probability and nonprobability are two general sampling methods researchers use 

in acquiring samples of population (Rao et al., 2017). This study utilized a non-

probabilistic convenience sampling. Asides from convenience sampling, purposive, 

snowball, and respondent drive are other types of non-probability sampling methods 

(Valerio et al., 2016). Convenience sampling is a nonrandom sampling method which 

allows participants who match predefined criteria of a research study and are usually 

within the same geographic area (Emerson, 2015). It targets participants who are 

convenient sources of data, can be easily accessed by the researcher, and can be easily 

observed and monitored by the researcher (Kivunja, 2015). Brodaty et al. (2014) also 

describe convenience sampling as a sampling method that engages participants based on 

their ease of access and willingness to participate. However, convenience sampling may 

skew the result of the study since the selected participants are similar in one or more 
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factors (Emerson, 2015). Convenience sampling limits the participation opportunity for 

every qualified individual in the target population, and study results that may be skewed 

by this technique may not fully represent the target population (Wu Suen et al., 2014). I 

chose convenience sampling for this study because my participants fall under predefined 

criteria; participants must be IT administrators, versed with cloud computing, work for 

the Nigerian government, and must have working experience of at least three years. 

Additionally, my target participants are in the same geographical region, which is 

the Northern part of Nigeria. Other sampling methods such as purposive sampling may 

not be suitable for my study because researchers usually use this technique for qualitative 

studies where the target participants are selected based on the purpose of the study and 

are not interchangeable (Suen, Huang, & Lee, 2014). I solicited participants through e-

mail invitations sent through their organizations. According to Grape et al. (2018), 

researchers should offer optional modes of data collection, such as mailing and online 

surveys, to improve participants' retention. 

I achieved the sample size from the target population using the G* Power 

software; I achieved a sample size of 75. The G* Power software is a tool for computing 

statistical power analyses for many different statistical tests (Faul, Erdfelder, Buchner, & 

Lang, 2009). The software can also compute effect sizes and graphically display the 

results of power analyses (Faul, Erdfelder, Buchner, & Lang, 2007). I considered three 

factors for calculating sample size (n), namely (a) effect size, (b) alpha level, and (c) 

power level. Effect size depicts the strength between variable and ranges from .02 to.35, 
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where .02 represents a small effect, .15 represents a medium effect size, and .35 

represents a large effect size (Cohen, 1992). I used a medium effect size of (f = 0.15) 

based on usage in similar studies (Green, 1991; Yang, Sun, Zhang, & Wang, 2015). I 

limited Type I errors by setting the alpha value to .05. An alpha value of .05 depicts that a 

researcher has 95% confidence in the actual estimate of a variable (MacNell, Driscoll, & 

Hunt, 2014; Whelan & DuVernet, 2015). However, an alpha value of .05 increases the 

likelihood of the occurrence of Type II errors. Considering the likelihood of Type II 

errors, I used a statistical power of .80. According to Cohen (1992), researchers should 

use a statistical power of .80 to help balance between the increase in Type II errors and 

acquiring a huge sample size. 

This study conducted a power analysis using G* Power 3.1.9.4 to acquire the 

appropriate sample size for the target population. I conducted an F – Test for multiple 

linear regression to calculate a priori sample size with a medium effect size of (f = 0.15), 

an error probability of (α = 0.05), a power of 0.80, and two predictors (Figure 3). G* 

Power software computed a minimum sample size of 68 participants to achieve a power 

of .80 and a maximum sample size of 107 using a power of 0.95. Therefore, this study 

required a minimum of 68 participants and a maximum of 107 participants. 
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Figure 4. G*Power analysis to compute the required sample size. 
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Figure 5. Power as a function of sample size. 

An optional method to determine an appropriate sample size uses the formula 

50+8(m) = sample size, where m is the number of independent variables (Lo, Chair, & 

Lee, 2015; Tabachnick & Fidell, 2013). Two independent variables, namely (a) IT 

administrators’ perception of data security and (b) IT administrators’ perception of fault 

tolerance, was used in this study; this means that m will be equal to 2, meaning 50+8(2) = 

66. Based on this formula, 66 participants were the required sample size for this study. 

Ethical Research 

Informed consent is a critical aspect of ethical research practice (Brear, 2018). 

According to Simon, Schartz, Rosenthal, Eisenstein, and Klein (2018), informed consent 

is the process through which researchers truthfully communicate information about 

research and research participation to prospective participants, who, in turn, decide 
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whether to participate or not in the research study. Research participants must possess the 

capacity to comprehend the information provided in the informed consent form (ICF) and 

be able to decide on whether to proceed with research participation (Munley, Buser, 

Gaudreau, Breault, & Bazzano, 2018). According to Chiumento, Khan, Rahman, and 

Frith (2016), the use of informed consent in research studies is to uphold ethical 

standards during research involving human subjects. Participants’ rights, such as privacy, 

security, and personal autonomy, are to be protected and respected by researchers (Hevia 

& Constantin, 2018). 

I made available an Institutional Review Board (IRB) approved ICF containing all 

information about the research study to potential participants. This action ensured that 

participants made informed decisions regarding the ICF. Gentry, Lepere, and Opel (2017) 

state that informed consent involve divulging research information to the potential 

participants; this information includes but not limited to: description of the research, 

risks, benefits, assessment of participant’s comprehension, and solicitation of preference 

and decisions. 

Participants accessed the consent form via e-mail from their designated contact 

person and will need to click on a link to complete the online survey. Participants that 

click on the online survey link automatically provide implied consent. I configured the 

online survey (Survey Monkey) to collect data anonymously, meaning that Survey 

Monkey did not collect information such as names of participants, name of participants’ 

organization, IP address, and the location of the participants. Sequel to the completion of 



77 

 
 

the data collection phase, I deleted all information on the online survey to ensure the 

security, confidentiality, and privacy of participants. The violation of participants’ rights 

to anonymity and confidentiality are two significant ethical concerns researchers should 

avoid (Roberts & Allen, 2015). Therefore, researchers’ assurance of confidentiality, 

anonymity, and the purpose of a study to participants are important elements of an 

informed consent form (Yin, 2014). 

I ensured the privacy and confidentiality of study participants. This action is in 

line with the Belmont Report on the guidelines for the protection of human subjects in 

research (National Commission for the Protection of Human Subjects of Biomedical and 

Behavioral Research, 1978). I assured the participants of their confidentiality in the 

informed consent provided to them. I have already certified the understanding of my 

confidentiality requirements during research involving human subjects by completing the 

National Institutes of Health Protecting Human Research Participants online training 

course (Certification Number: 2557799). A copy of this certificate is available in 

Appendix A. 

I explicitly stated in the consent form the free will of the participants to withdraw 

participation from the study at any time; participants may choose not to start participation 

if they do not agree to terms and conditions of participation or withdraw during 

participation. Participants that are willing to withdraw may do so in writing via their 

organization (although no participant withdrew throughout the data collection process). 

In a situation where a participant withdraws participation, then his or her participation 
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will be rendered incomplete and not included for further analysis. Tideman and Svensson 

(2015) state the need for researchers to ensure that participants’ voluntary participation, 

the option to opt-out of a research, confidentiality assurance, and the understanding to 

make an informed decision. 

Research participation incentives engender motivation in participants, which 

helps increase the response rate (Göritz & Neumann, 2016; Hsu, Schmeiser, Haggerty, & 

Nelson, 2017). I did not provide financial incentives to participants. However, I 

emphasized the importance and benefits of the research as a way of incentivizing 

participants in this study. 

According to Robinson (2014), researchers must inform participants of the 

purpose of the research study, participation requirements, the voluntariness of 

participation, and the protection of confidentiality. I ensured the ethical protection of 

participants by preserving the privacy and security of participants.  All participants 

participated anonymously, and data collected was stored in an encrypted form in a 

password protected computer. Before engaging participants, I emphasized their autonomy 

and the purpose of the research, their participation requirements, possible risks of 

participation, and the preservation of their privacy, security, and autonomy. I will ensure 

that I securely store all information acquired from participants for five years. 

Subsequently, I will destroy all data following established destruction procedures at the 

end of five years. Finally, I did not collect names and other personally identifiable 

information of research sites and participants. 
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Data Collection 

This study utilized a survey instrument to collect data. To forestall the need for a 

pilot study to test the reliability and validity of the survey instrument, this study used a 

pre-existing survey from previous research studies that conform to the reliability and 

validity criteria for instruments. The data collection utilized online survey tool by Survey 

Monkey.  

Instrument 

I utilized an instrument based on the instrument previously developed by other 

researchers that have met reliability and validity criteria. Although I made minor 

adjustments to the survey instrument, however, these adjustments will not invalidate 

them. The researchers clearly state that no permission is required to use their instrument 

for educational purposes (please see Appendix E); the researchers only require that I give 

credit to them on the final version of the survey instrument. The final version of my 

survey instruments measured IT administrators' intention to adopt cloud computing, IT 

administrators' perception of data security, and IT administrators' perception of fault 

tolerance. 

I adopted and adapted Morosan and DeFranco’s survey instrument from their 

research titled "It's about time: Revisiting UTAUT2 to examine consumers' intentions to 

use NFC mobile payments in hotels". The authors published their survey instrument in 

2016. Their study used the instruments to measure users' adoption of near field 

communication (NFC) mobile payments in hotels located in the U.S. The researchers' 
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instrument uses five-point Likert-type scale questions with ordinal values where 1 

represents "Strongly disagree," and 5 represents "Strongly agree." Researchers commonly 

utilize Likert scales in attitude related research projects (Joshi, Kale, Chandel, & Pal, 

2015). Researchers such as Garrison, Wakefield, and Kim (2015) and Hsu and Lin (2016) 

used a five-point Likert-type scale in their studies. Morosan and DeFranco (2016) 

original survey instrument measured: (a) Performance expectancy (b) Effort expectancy, 

(c) Social influence, (d) Facilitating conditions, (e) Hedonic motivation, (f) Habit, (g) 

General privacy, (h) System-related privacy, (i) Perceived security, and (j) Intentions. I 

only used questions from four variables in the researchers' survey instrument, namely 

perceived security, intentions, general privacy, and system-related privacy. These 

questions were modified to measure the constructs in this study, namely IT 

administrators' perception of data security, IT administrators' perception of fault 

tolerance, and IT administrators' intentions to adopt cloud computing. 

This study presents the original survey instrument with its questions in Appendix 

C and the adapted version for this study in Appendix D. The instrument measured its 

constructs using 47 close-ended questions, which elicited responses from participants. 

According to Quick and Hall (2015b), researchers who use close-ended questions allow 

the quantification of participants' responses. The instrument measured ten variables using 

close-ended questions that varied between three and 14 for each variable. The instrument 

also includes both demographic and behavioral questions. The demographic questions 

elicited information such as age, gender, income, and education. The behavioral 
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questions elicited information such as frequency of stay, length of stay, and purpose of 

stay. 

This instrument was appropriate for adaptation to this study because both studies 

border on factors that may affect the adoption of information systems. Morosan and 

DeFranco's instrument measures factors that affect the adoption of NFC mobile systems; 

likewise, this study adapted the researchers' instrument in measuring factors that affect 

the adoption of cloud computing. Additionally, the variables perceived security and 

intention are similar to two of this study's variables, which are IT administrators' 

perception of data security and IT administrators' intentions to adopt cloud computing. 

Morosan and DeFranco (2016) administered their instrument by sending 

invitation requests to 25,356 consumers from the U.S general population, which they 

obtained by purchasing access from a consumer panel company. The researchers 

shortlisted the final participants by asking them two filter questions relating to whether 

they have stayed in a hotel for 12 months before the study and whether they had 

smartphones. Consequently, the researchers retained a total of 794 participants, which 

produced a net response rate of 3.1 %. I administered this study's survey instrument by 

presenting online questionnaires to about 90 participants in the northern part of Nigeria. 

The questionnaire contained filter questions related to whether the participant is an IT 

administrator, works in a Nigerian government organization, has knowledge about cloud 

computing, and has worked for a minimum period of three years. 
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Other researchers have used similar instruments in their studies. For example, 

Zhou (2013) used a similar instrument in his study titled "The effect of flow experience 

on user adoption of mobile TV" to measure the factors affecting the adoption of mobile 

television. Similarly, Al-Debei, Mutaz, and Al-Lozi (2014) also used similar instruments 

to measure user adoption of mobile data services in their study titled "Explaining and 

predicting the adoption intention of mobile data services: A value-based approach." 

Finally, Gupta, Yun, Xu, and Kim (2017) used a similar instrument to measure user 

adoption of mobile banking in their study titled "An exploratory study on mobile banking 

adoption in Indian metropolitan and urban areas: A scenario-based experiment." 

Morosan and DeFranco (2016) calculated scores using descriptive statistics, and 

they presented scores in percentages. The descriptive statistics showed that the sample 

between males and females had an equal share of this sample with an age group 

distribution close to the U.S general population. Nearly all participants (38.6%) had 

annual household incomes between $50,001 and $100,000. Additionally, the majority of 

the participants have college degrees, stayed in hotels three to six occasions per year 

(41.5%) for two to three nights (57.9%) mostly for leisure (34.7%). This study 

represented scores using descriptive statistics; scores include demographic and construct 

related scores from participants. 

Morosan and DeFranco (2016) verified the reliability of their instrument by 

calculating composite construct reliabilities for each construct; the result of their 

calculation is greater than .8, indicating appropriate reliability. Additionally, the 
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researchers verified the validity of the instrument. The researchers confirmed convergent 

validity by ensuring that: (a) The instrument's factor loadings exceed .5 and are 

significant, (b) the squared multiple correlations of all items exceeded .4, (c) the average 

variance extracted (AVE) values for each latent construct is greater than .5. The 

researchers also confirmed discriminant validity by comparing the AVE values to the 

squared inter-construct correlations and discovered that the AVE values are greater than 

the inter-construct correlations, except for two correlations that were partially lower. 

Changes I made to this instrument include the replacement of measured variables 

with my study variables, "NFC mobile payments" with "cloud computing," and hotel 

with "organization." Morosan and DeFranco (2016) and other researchers such as Hsu 

and Lin (2016), and Ji and Liang (2016) made changes to their adopted instruments to 

align with the context of their study. Although changes to the original instrument may 

potentially affect its reliability and validity, however, I re-confirmed the reliability and 

validity of the instrument using factor analysis and test for Cronbach's coefficient alpha. 

This study presented the raw data collected using this instrument in the appendices 

section. 

Data Collection Technique 

I engaged the heads of identified government organizations from the Northern 

part of Nigeria to recruit the IT administrators that will constitute my research 

participants pool. This strategy helped recruit participants that meet participation criteria 

and also improve the response rate. According to Groves et al., (2012), gaining access to 
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participants through sponsors or superordinates can prevent the non-response bias, which 

represents the bias between research respondents and non-respondents. 

I collected anonymous data using Survey Monkey, which is a web-based survey 

application. Researchers collect data in quantitative studies using survey instruments 

(Quick & Hall, 2015a). The advantage of using an online survey is that it easily organizes 

data for statistical analysis, it can cost-effectively reach large participants, and it can elicit 

honest and objective responses (Roberts & Allen, 2015). According to Rowley (2014), 

online surveys have the potentials to obtain responses from a larger number of 

respondents. Additionally, Awosan (2014) used survey monkey, which is an online 

survey instrument, and he claimed that it allowed him easily administer the 

questionnaires and also allowed for easier statistical analysis. Furthermore, Hollier, 

Pettigrew, Slevin, Strickland, and Minto (2016) state that online surveys can be also 

convenient for researchers as it reduces the time for data entry. 

Conversely, an online survey presents a disadvantage of a lower number of 

responses and engagement from participants since the researcher may not be present to 

enforce the survey. Mingnan and Wronski (2018), states that while online surveys may 

elicit truthful and frank responses; the level of participants’ engagement is lower in 

comparison to participants engaged via interview. Similarly, Rice, Winter, Doherty, and 

Milner (2017) also state that online surveys typically yield low responses regardless of 

their convenience to respondents and researchers. Online surveys typically yield low 
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responses, which may lower sample size and eventually reduce statistical power 

(Sauermann & Roach, 2013). 

 Sequel to IRB’s approval, I approached the designated contact persons in the 

research partner organizations to further explain the purpose of the study and 

participants’ requirements. Subsequently, I sent an e-mail containing an invitation letter, 

informed consent, and online survey link to the designated contact persons. I continued to 

follow up with participants through their designated contact persons, both physically and 

via e-mail, to help increase the level of participation. Sun, Gilbert, Ciampi, and Basso 

(2017) sent up to two reminders to participants to help reduce the number of non-

responders, thereby increasing the response rate.  

Data Analysis Techniques 

This research study attempted to answer the research question about the 

relationships between IT administrators’ (a) perception of data security, (b) perception of 

fault tolerance, and (c) intentions to adopt cloud computing. The null and alternative 

hypotheses of this research study are: 

Null Hypothesis (H0): There is no statistically significant relationship between IT 

administrators’ perception of data security, IT administrators’ perception of fault 

tolerance, and IT administrators’ intentions to adopt cloud computing. 

Alternative Hypothesis (H1): There is a statistically significant relationship 

between IT administrators’ perception of data security, IT administrators’ perception of 

fault tolerance, and IT administrators’ intentions to adopt cloud computing. 



86 

 
 

 I tested the hypotheses developed from the study’s research question. 

Subsequently, this study used data collected from the research participants to address the 

research question and hypotheses. I utilized both descriptive and inferential statistics for 

the analysis of data. Both descriptive and inferential statistics are subsets of statistics, 

which is a science of collection, analysis, presentation, and interpretation of data (Mishra 

et al., 2019). The descriptive statistics I used include the mean, median, mode, and 

standard deviation, while the inferential statistics I used is multiple regression analysis. I 

provided an initial description of my data set by measuring central tendency and 

variability. Researchers use descriptive statistics for the statistical description of data 

(Jankowski & Flannelly, 2015). I also used inferential statistics to predict the impact of 

the two independent variables on the dependent variable. According to Bernard (2013), 

researchers use inferential statistics for statistical predictions. Likewise, Curtis, 

Comiskey, and Dempsey (2016) also state that researchers use multiple tests such as 

Person product-moment correlation, regression analysis, t-test, and analysis of variance 

(ANOVA) to examine relationships between research variables. 

Researchers can use multiple regression analysis to examine the variation between 

dependent and independent variables (Nimon & Oswald, 2013; Uyanık & Güler, 2013). I 

used multiple regression statistical analysis to determine the relationship between the two 

independent variables and the dependent variable. Multiple regression analyses go 

beyond the boundaries of simple linear regression to examine the relations between 

multiple independent variables and a single dependent variable (Ray-Mukherjee et al., 
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2014). Multiple regression statistical analysis was appropriate for this study, as I 

examined the relationships between multiple variables.  

Conversely, other inferential statistical analysis techniques such as t-test and 

ANOVA were not suitable for this study because this study does not intend to compare 

mean scores for multiple groups, nor did it examine causality between variables. 

According to Jupiter (2017), researchers use other inferential statistical techniques such 

as t-test and ANOVA to compare mean scores for multiple groups. This study examined 

the relationships between independent and dependent variables (ignoring causality 

between variables) from a single group of participants. 

Data cleaning and screening of completed questionnaires are imperative in 

improving the quality of data analysis. Before data analysis, researchers should screen 

returned questionnaires to ensure that incomplete questionnaires are discarded to reduce 

errors in calculation and biases (Curran, 2016; Rowley, 2014). Before data analysis, I 

screened returned questionnaires for incomplete responses and participant's inclusion 

criteria. Sequel to questionnaire screening, I exported data to the Statistical Package for 

the Social Sciences (SPSS) 25.0 software application. I performed validation to ensure 

that data in the SPSS corresponds with the source data from the questionnaire. This 

process ensured that I discovered missing data, incorrectly coded data, and incorrectly 

transcribed data. 

Additionally, I identified and eliminated outliers from the data set. Outliers are 

data that deviate from other members of a data set from a sample (Niven & Deutsch, 
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2012). According to Niven and Deutsch (2012), researchers should identify and remove 

outliers before data analysis. I identified outliers using box plots and by comparing the z 

scores standard deviation from the mean and observing values outside the +/- 3.29 range. 

According to Hazra and Gogtay (2016), researchers can visually identify outliers through 

box plots and scatter plots. I conducted all the study statistics using the SPSS 25.0 

software application. According to Green and Salkind (2014), SPSS software application 

helps researchers easily compute and analyze simple and complex data without needing 

to learn and write complex code nor statistics. 

I tested the assumptions of homoscedasticity, multicollinearity, outliers, 

normality, and linearity. The test of these assumptions ensured no violations and 

guaranteed an accurate analysis of inferential statistics (Benard, 2013). According to 

Williams, Grajales, and Kurkiewicz (2013), violating assumptions can lead to multiple 

dire consequences such as biased estimates of relationships, biased standard errors, and 

biased confidence intervals. In a multiple regression model, multicollinearity occurs if 

many independent variables are tightly correlated (Dormann et al., 2013). I searched for 

multicollinearity during data analysis by conducting a correlational analysis, examining 

Variation Inflation Factor (VIF) scores, and reviewing correlation coefficients between 

the independent variables. I ensured that bivariate correlations between independent 

variables do not exceed .90 to eliminate multicollinearity. Bivariate correlations that 

exceed .90 between independent variables reflect the presence of multicollinearity 

(Dormann et al. 2013). 
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The assumption of normality states that populations that generate samples are 

normally distributed (Ghasemi & Zahediasl, 2012). Data satisfy normality when its 

highest frequency of occurrence positions at the center of a probability distribution curve, 

and this frequency of occurrence decreases as it moves away from the center (Kim & 

Park, 2019). I tested normality by utilizing probability plots (P-P). The assumption of 

homoscedasticity states that the variance of data analyzed and the independent variables 

are the same (Zolna, Dao, Staszewski, & Barszcz, 2016). Testing for homoscedasticity 

involves testing for the constancy of the variance function (Chandler & Polonik, 2017). 

The violation of assumptions of homoscedasticity may lead to inefficient parameter 

estimation and exaggerated confidence interval estimation, which leads to wrong data 

analysis conclusions (Yu, Liu, & Chen, 2019). Additionally, the assumption of linearity 

states that the relationship between both dependent and independent variables is linear, 

and this relationship is represented by a straight linear on a graph (Osborne & Waters, 

2002). I tested these assumptions using scatter plots. Although the study did not violate 

any statistical assumption, if it did, I would have addressed the violations using 

bootstrapping. Bootstrapping helps to address the violation of statistical assumptions. 

According to Montoya and Hayes (2017), bootstrapping can increase accurate analysis 

regardless of statistical assumption violation. I interpreted inferential statistical results by 

presenting the result of the multiple regression analysis, and the p-value helped determine 

whether relationships exist or not among the independent and dependent variables. 
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Study Validity 

Validity in quantitative studies helps to show the extent or degree to which 

measures capture variables (Trochim, Donnelly, & Arora, 2015). In other words, validity 

ensures that a measure measures the variables it’s designed for and confirms the 

legitimacy of the study (Venkatesh et al., 2013). Lee, Kanzawa-Lee, Knoerl, Wyatt, G., 

and Smith (2019) also state that validity involves the degree to which the research design 

controls extraneous variables to establish causality between the study’s independent 

variables and the dependent variable.  There are specific threats to quantitative research 

validity, which includes internal threats, external threats, statistical conclusions, and 

construct adequacy. Internal validity relates to the number of confounding variables other 

than the defined variables causing the emergence of another variable (Torre & Picho, 

2016). External validity involves the generalizability of the relationships between 

variables beyond the context or requirements of the research (Hales, 2016). External 

validity also relates to the generalizability of study outcomes across different persons, 

outcomes, settings, and treatments (Torre & Picho, 2016). Dissimilarities between the 

sample population and the general population can affect external validity (Costa, Hari, & 

Kumar, 2016). Construct validity shows the extent to which a test measures intended 

variables (Morse, 2015). Statistical conclusion validity shows the extent to which 

conclusions among independent and dependent variables are correct (Gibbs & 

Weightman, 2014).  

According to Flannelly, K. J., Flannelly, L. T., and Jankowski (2018), threats to 
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internal validity include statistical regression, history, maturation, testing, instrument 

decay, statistical regression, selection, and mortality. An experimental study with a high 

level of internal validity must ensure that only the study’s independent variables are 

responsible for the change in the dependent variable (Flannelly, K. J., Flannelly, L. T., & 

Jankowski, 2018). Regression validity may also affect the internal validity of a study by 

introducing extreme participants’ scores. Internal validity applies to experimental and 

quasi-experimental studies involving the establishment of causality (Haegele & Hodge, 

2015). Since this study is not experimental and does not intend to establish causal 

relationships between variables, then internal validity did not apply. 

Convenience sampling may pose a threat to the external validity of this study by 

introducing selection bias. Selection bias may prevent researchers from drawing an 

inference from the population (Bevan, Baumgartner, Johnson, & McCarthy, 2013). While 

convenience sampling may aid a faster selection of participants, it may also reduce 

generalizability (Valerio et al., 2016). Other threats to external validity are multiple 

treatment interference, reactive effects of experimental arrangement, and interaction of 

selection bias and experimental treatment (Torre & Picho, 2016). I addressed threats to 

external validity by reducing my influence on participants using an online survey. 

According to Walter, Dunsmuir, and Westbrook (2015), researchers who use online 

surveys reduce their interaction and influence on participants’ responses.  

Threats to statistical conclusion validity of this study may include low statistical 

power and wrong estimation of effect size, which may lead to type I and type II errors. 
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According to Neall and Tuckey (2014), threats to statistical conclusion could emanate 

from the sampling process, statistical power, and statistical analysis methods used by the 

researcher. Similarly, Suter W.N. and Suter (2015) attributed threats to statistical 

conclusion to factors that can increase type I and type II errors. Type I error occurs when 

a researcher rejects a true null hypothesis, while type II error occurs when a researcher 

accepts a false null hypothesis. I addressed threats to statistical conclusion by using a 

large sample size determined by the G* Power software. A small sample size can result in 

type II error and low power (Schweizer & Furley, 2016). Additionally, I used an α value 

(significance level) lower than 0.05 to reduce the risk of type I error. 

Transition and Summary 

Section 2 restated the purpose of this research study and also presented 

information about the target population and the implication for social change. The section 

discussed the role of the researcher, participants, research method, research design, and 

population, and sampling. Furthermore, section 2 discussed the ethical requirements of 

the researcher, survey instruments, and data collection and analysis. Finally, section 2 

ended with a detailed discussion on the validity of the study, threats to study validity, and 

ways to address threats to study validity. 

Section 3 will start with a presentation of the overview of the study and the 

methods for presenting findings from data analysis. Furthermore, this section will end 

with the application of findings to professional practice, the implication for social change, 
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recommendations for action and further research, reflections, concluding statements, and 

appendices. 
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Section 3: Application to Professional Practice and Implications for Change 

This research study used a correlational quantitative research method to examine 

the relationships between IT administrators’ (a) perception of data security, (b) 

perception of fault tolerance, and (c) intentions to adopt cloud computing. In section 3, I 

will present the results generated from the analysis of data collected from the study 

participants. 

Overview of Study 

The purpose of this quantitative correlational study was to examine the 

relationship between IT administrators’ (a) perception of data security, (b) perception of 

fault tolerance, and (c) intentions to adopt cloud computing. Using the G*Power software 

application. I calculated a priori, the sample size, the error probability, the power, and the 

number of variables. The result of the calculation suggested a minimum of 68 participants 

to achieve a power of .80 and a maximum of 107 participants to achieve a power of 0.95. 

Therefore, this study required a minimum of 68 participants and a maximum of 107 

participants. 

Presentation of Findings 

In this section of the study, I will describe the statistical tests, the variables, and 

the purpose of the tests and how they relate to the hypothesis. Additionally, I present the 

descriptive statistics, the result of inferential statistics, and the evaluation of statistical 

assumptions. Finally, this section of the study will conclude with a summary of the 

findings. The research question was: 
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What is the relationship between IT administrators’ perception of data security, 

fault tolerance, and intentions to adopt cloud computing?  

The null and alternative hypotheses addressed in this study were: 

H0: There is no statistically significant relationship between IT administrators’ 

perception of data security, IT administrators’ perception of fault tolerance, and IT 

administrators’ intentions to adopt cloud computing. 

H1: There is a statistically significant relationship between IT administrators’ 

perception of data security, IT administrators’ perception of fault tolerance, and IT 

administrators’ intentions to adopt cloud computing. 

Prior to data analysis, I assessed the data collected for missing data, incomplete 

data, invalid data, outliers, normality, linearity, homoscedasticity, and multicollinearity. 

Subsequently, I provided descriptive statistics and conducted multiple regression analysis 

to examine the relationships between the study variables. 

Descriptive Statistics 

I collected data from a sample of 91 IT administrators working in the Nigerian 

government organizations within the northern part of Nigeria (N = 91). Table 2 to Table 6 

present a description of the demographic data, and Table 7 presents the descriptive 

statistics of the study independent and dependent variables. The majority of the 

participants were IT administrators (n = 80, 87.91%), while participants that are not IT 

administrators were very few (n = 11, 12.09%). Additionally, the majority of the 

participants possess minimum working experience of three years in Nigerian government 
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organizations (n = 87, 95.60%), while very few respondents did not possess a minimum 

of three years of working experience in Nigerian government organizations (n = 4, 

4.40%). Furthermore, all of the participants had cloud computing knowledge (n = 91, 

100%). The majority of the participants have used cloud computing systems for their 

respective organizations (n = 60, 65.93%), while few participants have not used cloud 

computing systems for their respective organizations (n = 31, 34.07%). Finally, very few 

participants work in organizations with less than 50 staffs (n = 9, 9.89%), while a handful 

of participants work in organizations with more than 500 staffs (n = 38, 41.76%), and the 

majority of the participants work in organizations with 300 to 500 staffs (n = 44, 

48.35%). 

Table 2 

Frequency and Percent Statistics of Participants’ Job Title 

 

Variable Frequency  % 
IT Administrators 80 87.9 
Non-IT 
Administrators 

11 12.1 

Total 91 100.0 

Note. N = 91 
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Table 3 

Frequency and Percent Statistics of Participants’ Work Experience 

 

Variable Frequency % 
Participants with minimum of 3 
years working experience 

87 95.6 

Participants with less than 3 
years working experience 

4 4.4 

Total 91 100.0 

Table 4 

Frequency and Percent Statistics of Participants’ Cloud computing Knowledge 

 

Variable Frequency % 
Participants with cloud 
computing knowledge 

91 100 

Participants without cloud 
computing knowledge 

0 0 

Total 91 100.0 

Table 5 

Frequency and Percent Statistics of Participants’ Organizational Use 

 

Variable Frequency % 
Participants that have used 
cloud computing in their 
organizations 

60 65.9 

Participants that have not 
used cloud computing in 
their organizations 

31 34.1 

Total 91 100.0 
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Table 6 

Frequency and Percent Statistics of Participants’ Organization IT Users 

 

Variable Frequency % 
Organizations with less than 50 
users 

9 9.9 

Organizations with between 50 
and 300 users 

44 48.4 

Organizations with more than 
500 users 

38 41.8 

Total 91 100.0 

Table 7 

Means and Standard Deviations for Study Variables 

 

Variable Minimum Maximum Mean Std. Deviation 
IT Administrators' Perception of 
Data Security 

1.0 5.0 3.4 1.2 

IT Administrators' Perception of 
Fault Tolerance 

1.67 5.0 3.5 0.8 

IT Administrators' Intention to 
Adopt Cloud Computing 

1.0 5.0 4.0 1.1 

 

Data Cleaning 

 I conducted data cleaning to address the possibilities of missing data, invalid 

data, incomplete response, and univariate outliers. I addressed the possibility of missing 

data using frequency count; I compared the frequency count of cases imported into SPSS 

to data from Microsoft Excel sheet and data from Survey Monkey. On inspection, I 

determined that none of the cases had incomplete data. Additionally, I removed 12 cases 

from the data. These cases were rendered invalid and removed because the respondents 
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are not in the participant’s inclusion list (11 participants are not IT administrators, and 

four participants did not possess a minimum of three years working experience). 

Additionally, I screened data for univariate outliers by comparing the z scores 

standard deviation from the mean and observing values outside the +/- 3.29 range. An 

outlier is any value that exists outside the +/- 3.29 range standard deviation from the 

mean (Tabachnick & Fidell, 2013). Using this procedure, I determined that no z score 

was outside the +/- 3.29 range standard deviation from the mean; therefore, the data did 

not contain outliers. 

Reliability Analysis 

I assessed the reliability of the composite scores used in this study. I assessed the 

reliability of each composite score using Cronbach’s alpha. Using George and Mallery’s 

(2016) instructions, I interpreted the alpha coefficients generated by each composite 

score, where coefficients between .70 and .79 are acceptable, coefficients between .80 

and .89 are good, and coefficients of .90 and above are excellent. I generated the 

composite score of IT administrators’ perception of cloud computing from the mean of 

survey questions 1-4, with a good reliability (α = .89). Additionally, I also generated the 

composite score of IT administrators’ perception of fault tolerance from the mean of the 

survey questions 5-10, with acceptable reliability (α = .73). Finally, I generated the 

composite score of IT administrators’ intention to adopt cloud computing from the mean 

of the survey questions 11-14, with excellent reliability (α = .96). Table 8 presents a 

summary result of the reliability assessment. 
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Table 8 

Reliability Statistics 

 

Variable Cronbach’s Alpha Number of Items 
IT Administrators' Perception of 
Data Security 

.894 4 

IT Administrators' Perception of 
Fault Tolerance 

.733 6 

IT Administrators' Intention to 
Adopt Cloud Computing 

.960 4 

 
 
Assumptions 

In this subsection, I assessed the assumptions of the multiple linear regression. 

These assumptions include normality, homoscedasticity, linearity, and multicollinearity. 

Therefore, this subsection presents the result of the assessment of assumptions. 

Normality. I assessed normality via a normal P-P plot of the residuals. 

According to Tabachnick and Fidell (2013), researchers can assume normality when data 

points follow the diagonal normality line. Therefore, the result of the normality test 

shows no significant deviation from normality. Figure 6 presents the result of the 

normality test using the P-P plot of the residuals. 
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Figure 6. P-P Scatterplot of regression standardized residual testing normality. 

Homoscedasticity.  I assessed homoscedasticity by plotting the residuals against 

the predicted values. Araiza-Aguilar, Rojas-Valencia, and Aguilar-Vera (2020) used a 

similar method in their study. This study met the assumptions of homoscedasticity; the 

points appear randomly distributed with a mean of zero and are within +/- 3 of the x-axis 

and y-axis. Figure 7 presents the result of homoscedasticity assessment.  
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Figure 7. Residuals standardized predicted value testing for homoscedasticity. 

Multicollinearity. I determined the absence of multicollinearity in the 

independent variables by observing their Variance Inflation Factor (VIF) values. The two 

VIF values for the independent variables were below 5, indicating the absence of 

multicollinearity between the independent variables. Table 9 presents the result of the 

multicollinearity assessment. 

Table 9 

Variance Inflation Factor for Independent Variables 

 

Variable VIF 
IT administrators’ perception of 
data security 

1.52 

IT administrators’ perception of 
fault tolerance 

1.52 
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The result of the assessment of the assumptions for multiple linear regression 

showed no violations; therefore, I considered the data collected to be normal, without the 

need for transformation. Based on this consideration, I conducted inferential statistics 

using multiple linear regression. 

Inferential Statistics Results 

I used multiple linear regression analysis to evaluate the relationships between 

the independent variables (a) IT administrators’ perception of data security, (b) IT 

administrators’ perception of fault tolerance, and the dependent variable (c) IT 

administrators’ intention to adopt cloud computing. 

Research Question: What is the relationship between IT administrators’ 

perception of data security, fault tolerance, and intentions to adopt cloud computing?  

The null and alternative hypotheses addressed in this study were: 

H0: There is no statistically significant relationship between IT administrators’ 

perception of data security, IT administrators’ perception of fault tolerance, and IT 

administrators’ intentions to adopt cloud computing. 

H1: There is a statistically significant relationship between IT administrators’ 

perception of data security, IT administrators’ perception of fault tolerance, and IT 

administrators’ intentions to adopt cloud computing. 

The results of the linear regression model were significant, F(2, 76) = 31.58, p < 

.001, R2 = 0.45, showing that approximately 45% of the variance in IT administrators’ 

intention to adopt cloud computing can be explained by (a) IT administrators’ perception 
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of data security, and (b) IT administrators’ perception of fault tolerance. The result of the 

multiple linear regression further revealed that IT administrators’ perception of data 

security (β = .72, p < .001) was a significant predictor of IT administrators’ intention to 

adopt cloud computing. However, IT administrators’ perception of fault tolerance (β = 

.09, p = .37) is not a statistically significant predictor of IT administrators’ intention to 

adopt cloud computing since the p-value is greater than .005 (Table 10). Therefore, I 

rejected the null hypothesis. 

Table 10 

Multiple Regression Analysis Among Study Predictors 

Variable B SE 95% CI β t p 

IT Administrators' Perception of 
Data Security 

0.63 0.09 [0.45, 0.81] 0.72 6.92 0.00 

IT Administrators' Perception of 
Fault Tolerance 

0.13 0.14 [-0.16, 0.41] 0.09 0.895 0.37 

Note. Results: F(2, 76) = 31.58, p < .001, R 
2 = 0.45 

a. Dependent Variable: IT administrators’ intention to adopt cloud computing 

Table 11 presents the Pearson correlation matrix of the independent and 

dependent variables. IT administrators’ perception of data security has a strong and 

positive correlation with IT administrators’ intention to adopt cloud computing. However, 

IT administrators’ perception of fault tolerance has a weak negative correlation with IT 

administrators’ intention to adopt cloud computing. 

 

 



105 

 
 

Table 11 

Pearson Correlation Matrix 

Variable 

IT administrators’ 
intentions to adopt 
cloud computing 

IT Administrators’ 
Perception of Data 
Security 

IT Administrators’ 
Perception of Fault 
Tolerance 

IT administrators’ intentions to 
adopt cloud computing        - .67 

-.33 

IT Administrators’ Perception of 
Data Security 

       .67 - -.59 

IT Administrators’ Perception of 
Fault Tolerance 

       -.33 -.59 - 

 

Analysis Summary  

In this study, I examined the relationship between (a) IT administrators’ 

perception of data security, (b) IT administrators’ perception of fault tolerance, and (c) IT 

administrators’ intentions to adopt cloud computing. I conducted a multiple linear 

regression analysis to assess the relationship between the independent and dependent 

variables. Before conducting multiple linear regression, I cleaned the survey data and 

generated descriptive statistics for the demographic data and scale data. Subsequently, I 

conducted a reliability assessment for the composite scores using Cronbach’s alpha. All 

scale items of the study survey instrument had a Cronbach’s alpha value above .7, which 

indicated that the instrument was reliable for all the scales. I also assessed the 

assumptions of multiple linear regression to ensure that the study did not violate the 

assumptions. The result of the multiple linear regression analysis indicated a statistically 

significant relationship between the independent variables and the dependent variable, 
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F(2, 76) = 31.58, p < .001, R2 = 0.45. According to the multiple linear regression analysis 

results, 45% of the variance in IT administrators’ intention to adopt cloud computing can 

be explained by (a) IT administrators’ perception of data security, and (b) IT 

administrators’ perception of fault tolerance. Furthermore, inferential statistics result 

indicated that IT administrators’ perception of data security contributed more as a factor 

influencing IT administrators’ intention to adopt cloud computing. Considering the 

results of the multiple linear regression analysis, I rejected the study’s null hypothesis. 

Theoretical Conversation on Findings 

The literature review indicated data security and fault tolerance as major 

technical factors affecting the adoption of cloud computing. Using TAM as a theoretical 

framework, I surveyed IT administrators in Nigerian government organizations to 

understand their perception of how data security and fault tolerance factors influence 

their intention to adopt cloud computing. I used a survey instrument based on three 

constructs that I adapted from TAM; these constructs were (a) IT administrators’ 

perception of data security, (b) IT administrators’ perception of fault tolerance, and (c) IT 

administrators’ intention to adopt cloud computing. 

The result of the statistical analysis of this study influenced the rejection of the 

null hypothesis. The result of the inferential statistical analysis indicated that 45% of the 

variance in IT administrators’ intention to adopt cloud computing can be explained by (a) 

IT administrators’ perception of data security, and (b) IT administrators’ perception of 

fault tolerance (R2 = 0.44). 
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The findings indicated that IT administrators’ perception of data security was 

statistically significant. In contrast, IT administrators’ perception of fault tolerance was 

not statistically significant based on their p-values of .00 and .37, respectively. The 

findings also indicated that IT administrators’ perception of data security had a strong 

positive correlation with IT administrators’ intention to adopt cloud computing. In 

contrast, IT administrators’ perception of fault tolerance had a weak negative correlation 

with IT administrators’ intention to adopt cloud computing.  

One of the findings of this study indicated that IT administrators’ perception of 

data security in cloud computing positively influences them to adopt cloud computing. 

This finding is contrary to various studies conducted by researchers, which indicated that 

users’ perception of data security in cloud computing dissuades them from adopting the 

technology. For example, Oguntala, Abd-Alhameed, and Odeyemi (2017) examined the 

factors responsible for the poor adoption of cloud computing in most African enterprises 

using Nigeria as a case study. The researchers focused on the perception of IT and non-IT 

employees in government and private organizations towards cloud computing, and their 

findings reveal that employees’ perception of data security is one of the challenges 

impeding the adoption of cloud computing in Nigeria. Another example is the study 

conducted by Diaz, Martin, and Rubio (2016), where the researchers state that data 

security and user privacy are the biggest reasons why users and organizations are hesitant 

to adopt cloud computing. 
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Contrary to these previous studies, this study indicated that IT administrators in 

Nigerian government organizations perceive data security from a positive standpoint, and 

they are willing to adopt the computing model. Another explanation of this study’s 

findings is that IT administrators in Nigerian government organizations may have 

considered the usefulness and ease of use of cloud computing over data security issues in 

their intention to adopt the computing model. This explanation ties back to the TAM, 

which states that users’ intention to adopt technology is influenced by users’ perceived 

ease of use and perceived usefulness. 

Conversely, the findings of this study also indicate that IT administrators’ 

perception of fault tolerance in cloud computing slightly dissuades them from adopting 

cloud computing. This finding is similar to previous studies, which indicated that users 

perceive fault tolerance as one of the major challenges in the adoption of cloud 

computing. For example, Nazari Cheraghlou, Khadem-Zadeh, and Haghparast (2016) 

state that fault tolerance is at the top of the challenges of implementing cloud computing. 

Hui et al. (2018) also state that fault is also a major challenge in cloud computing due to 

the increasing complexity of large-scale information systems within a cloud computing 

platform.  

Application to Professional Practice 

This research study examined the relationship between IT administrators’ (a) 

perception of data security, (b) perception of fault tolerance, and (c) intentions to adopt 

cloud computing.  The results of the study showed that IT administrators’ perception of 
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data security and IT administrators’ perception of fault tolerance had a statistically 

significant relationship with IT administrators’ intent to adopt cloud computing. IT 

administrators in the Nigerian government organizations may use this knowledge in 

making decisions when intending to adopt cloud computing. The findings of this study 

can also help IT administrators understand the importance of considering data security 

and fault tolerance when adopting cloud computing. 

The result of this study may provide a knowledge base from which IT 

administrators in Nigerian government organizations may be able to address the technical 

challenges associated with the adoption of cloud computing. Additionally, the result of 

this study may contribute to IT practice by filling the knowledge gap in the existing 

literature on the technical challenges of cloud computing adoption in government 

organizations in Nigeria. The addition of knowledge to existing literature will increase 

the understanding of cloud computing adoption challenges in government organizations 

in Nigeria. 

It is lucid from the result of the data analysis that IT administrators in 

government organizations in Nigeria are positively influenced by their perception of data 

security when making decisions regarding the adoption of cloud computing. IT 

administrators are concerned about the preservation of the confidentiality, integrity, and 

availability of data, and they will want to confirm if cloud computing can guarantee these 

major elements of data security before making decisions to adopt cloud computing. 

Therefore, this knowledge can be applied by other IT administrators in Nigerian 
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government organizations to help them assess the data security implications of adopting 

cloud computing.  

Additionally, the findings of the study showed that fault tolerance negatively 

influenced IT administrators’ intention to adopt cloud computing. This finding may mean 

that IT administrators perceive fault tolerance as an issue in cloud computing that may 

affect their ability to use IT in achieving their organizational goals and objectives. This 

perception may dissuade IT administrators from adopting cloud computing. Therefore, 

this knowledge can be applied by IT administrators in understanding how fault tolerance 

may affect cloud computing adoption and ways of mitigating the issue. 

Implications for Social Change 

This research study examined the constructs, IT administrators’ (a) perception of 

data security, (b) perception of fault tolerance, and (c) intentions to adopt cloud 

computing. The findings from the study showed that IT administrators’ perception of data 

security and perception of fault tolerance can predict their intentions to adopt cloud 

computing. This finding can serve as a source of valuable information for the Nigerian 

government in increasing the knowledge of IT administrators managing its cloud 

computing systems. Consequently, an increase in government IT administrators’ 

knowledge will help improve government cloud computing systems, which will, in turn, 

improve government service delivery to citizens and businesses. Government services 

such as tax payment, vehicle registration, drivers’ licensing, national identity number 

registration, passport registration, and so many others can be made available on a cloud-
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based electronic government (e-government) platform for citizens and businesses to 

access through a single-window portal. Integrated government data and services hosted 

on a cloud platform will help the government reduce the cost of Information Systems (IS) 

infrastructure while increasing efficiency, productivity, and performance. When 

government organizations can successfully adopt cloud computing, then they can worry 

less about their information systems and focus more on increasing the performance and 

efficiency of their services. Consequently, improved services from the government will 

ensure that citizens and businesses benefit from government policies. For example, 

citizens can have their passports, driver’s licenses, vehicle registration, and health 

services processed and delivered faster. Businesses can experience a significantly 

reduced processing time for requests such as tax clearance, company registration, and 

other government information.  

Recommendations for Action 

The findings of this research study show that administrators’ perception of data 

security and fault tolerance predict their intentions to adopt cloud computing. Given this 

finding, I recommend that researchers and IT leaders use this research study as a pedestal 

to conduct more research on other technical challenges that may predict IT 

administrators’ intentions to adopt cloud computing. A thorough understanding of the 

technical challenges considered by IT administrators when deciding to adopt cloud 

computing will help IT leaders in Nigeria develop policies, capacity development, and 

strategic action plans in improving the cloud computing ecosystem within the Nigerian 
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government. Additionally, I recommend that the Nigerian National Information 

Technology Development Agency (NITDA), in collaboration with relevant stakeholders 

in the government engage in cloud computing practice audits in all Nigerian government 

organizations. This action will help create a snapshot of cloud computing practice and 

maturity in government organizations, which may identify gaps that may be closed by 

improving extant cloud computing policies and increasing cloud computing awareness 

and capacity development programs its IT administrators.  Finally, I recommend that the 

NITDA reviews its policy on cloud computing using the information and knowledge in 

this study. 

Recommendations for Further Study 

This research study had some limitations. The first limitation of this study is that 

it was conducted in Nigeria and targeted at only IT administrators in Nigerian 

government organizations. A second limitation was the size of the sample used, which 

was fairly small because I sourced the samples from a limited number of IT 

administrators located in the Northern part of Nigeria. The final limitation is the use of a 

nonprobabilistic convenience sampling method, which may have reduced the opportunity 

for participation in the study by all qualified IT administrators in the target population. 

This limitation may have reduced the generalizability of the study results to the target 

population.  

Further studies may increase the scope of the sample population to include other 

IT administrators in Nigerian government organizations located in other geo-political 



113 

 
 

zones in the country. This recommendation may help increase the accuracy and 

generalizability of the result of the study to the target population. Additionally, this 

recommendation may help increase the understanding of the technical challenges 

affecting IT administrators’ adoption of cloud computing from a broader perspective. 

In the future, researchers can also use this research study as a pedestal to 

examine technical challenges in the adoption of cloud computing in the private sector of 

the country. This recommendation is important because the private sector is a significant 

part of the cloud computing ecosystem in Nigeria, and its cloud computing practice and 

performance may also affect the Nigerian government. Finally, future researchers can 

also examine the relationships between the independent variables used in this study and 

other IT concepts such as the Internet of Things (IoT), big data, and Virtual Reality (VR). 

Reflections 

This program has been by far my toughest and most challenging academic 

venture. However, I am delighted indeed that I completed the program despite the many 

challenges I faced. Some of these challenges include time management, adjusting to 

scholarly writing, illnesses, and academic research rigor. Additionally, I had to undergo 

many iterations before getting my doctoral study prospectus and proposal approved. 

 My major reason for enrolling in this program is to learn advance IT concepts 

and consolidate my skills and years of experience in the IT field and, more importantly, 

to establish myself as a renowned IT leader capable of causing a social change in the 

world. I am glad that I completed the DIT program at Walden university because the 
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university exposed me to many useful courses. Courses such as communications for IT, 

which is very important to prepare me for scholarly writing. Core IT courses like 

fundamentals of IS and system analysis and design, which helped consolidate my 

technical skills, seminar courses, and IT leadership simulator, which prepared me for IT 

leadership positions. Additionally, the program exposed me to doctoral research 

methodologies, where I had the opportunity to learn and engage in rigorous research in 

IT. Furthermore, the results of my doctoral research will provide me the opportunity to 

give back to my country and the world regarding technical challenges affecting the 

adoption of cloud computing. 

My achievement of a DIT will positively impact on my carrier and social status.  

My achievement of a DIT will be a catalyst to promotions and provide opportunities to 

hold IT leadership positions in every industry; it will earn me respect within the IT 

community and other professional sectors. Overall, I am indeed grateful for the 

opportunity to conduct my doctorate program in IT at Walden University. 

Summary and Study Conclusion 

I conducted a quantitative, correlational research study that examined the 

relationship between IT administrators’ (a) perception of data security, (b) perception of 

fault tolerance, and (c) intentions to adopt cloud computing. I collected data from 91 IT 

administrators working in Nigerian government organizations; this sample size fell within 

the G*Power software recommendation. However, sequel to data cleaning, the final data 

for analysis was 79. Subsequently, I conducted descriptive statistics, instrument 
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reliability, assessment of multiple linear regression assumptions, and multiple linear 

regression analysis to test the hypothesis generated from the research question. 

The result from the multiple linear regression supported the rejection of the null 

hypothesis. Both IT administrators’ perception of data security and IT administrators’ 

perception of fault had a correlation with IT administrators’ intention to adopt cloud 

computing; however, IT administrators’ perception of fault tolerance was not statistically 

significant. Despite limitations in this study, IT leaders in Nigerian government 

organizations can leverage these findings to make informed decisions on technical factors 

that influence IT administrators’ intention to adopt cloud computing. This study 

contributes significantly to the body of research in the area of adoption of cloud 

computing. 
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Appendix C: Morosan and DeFranco’s Original Survey Instrument 

 

Performance expectancy 

  

PE1: Using NFC mobile payments in hotels would enhance the effectiveness of my interactions with 
the hotel (for example, purchasing products/services, making reservations) 
PE2: Using NFC mobile payments would increase the efficiency of my hotel stay  
PE3: Using NFC mobile payments in hotels would improve the quality of my hotel stay  
PE4: Using NFC mobile payments would allow me to access products/reservations faster in hotels ) 
PE5: Using NFC mobile payments would allow me to make more accurate purchases/reservations in 
hotels  
PE6: Using NFC mobile payments would allow me to purchase/reserve products with an overall 
better value in hotels 
PE7: Using NFC mobile payments would allow me to better manage my money when staying in 
hotels  
PE8: Using NFC mobile payments would allow me to have better control over my expenses in hotels  
PE9: Using NFC mobile payments would allow me to have a better view of my purchasing history in 
hotels  
PE10: Using NFC mobile payments would provide me with a more secure method of payment in 
hotels  
PE11: Using NFC mobile payments would lower the need to carry multiple methods of payment 
with me when staying in hotels 
PE12: Using NFC mobile payments would allow me to choose more effectively among my methods 
of payment  
PE13: Using NFC mobile payments would allow me to obtain benefits beyond the hotel stay (for 
example, using a preferred credit card). 
PE14: Overall, I believe that NFC mobile payments are useful when staying in hotels  
Effort expectancy (adapted from Venkatesh et al., 2012) 
EE1: Learning how to use NFC mobile payments for my purchases in hotels is easy for me  
EE2: My interactions with my mobile phone and transaction terminals when using NFC mobile 
payments in hotels are clear and understandable 
EE3: I find it easy to use NFC mobile payments in hotels 
EE4: It is easy for me to become skillful at using NFC mobile payments in hotels  
 
Social influence  
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SI1: People who are important to me think that I should use NFC mobile payments in hotels 
Si2: People who influence my behavior think that I should use NFC mobile payments in hotels 
Si3: People whose opinions that I value prefer that I use NFC mobile payments in hotels 
 
Facilitating conditions  
 
FC1: I have the resources necessary to use NFC mobile payments in hotels  
FC2: I have the knowledge necessary to use NFC mobile payments in hotels  
FC3: NFC mobile payments are compatible with other technologies I use  
FC4: I can get help from others when I have difficulties using NFC mobile payments in hotels  
 
Hedonic motivation  
 
HM1: Using NFC mobile payments in hotels is fun  
HM2: Using NFC mobile payments in hotels is enjoyable  
HM3: Using NFC mobile payments in hotels is entertaining 
HM4: Using NFC mobile payments in hotels is pleasant  
 
Habit  

 

HA1: Generally, the use of mobile phones for payment has become a habit for me  
HA2: I am addicted to using mobile phones for general payment  
HA3: I must use mobile phones for payment  
HA4: Using mobile phones for payment has become natural to me  
 
General privacy  
 
GP1: Compared to others, I am more sensitive about the way companies handle my personal 
information  
GP2: To me, it is most important to keep my privacy intact from companies  
GP3: I am concerned about threats to my personal privacy today  
 
System-related privacy  
 
SP1: Using NFC mobile payments makes me concerned about my personal privacy  
SP2: Using NFC mobile payments would make me personally uncomfortable  
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SP3: Using NFC mobile payments would make me have privacy concerns  
 
 

 

Perceived security  

 

PS1: NFC mobile payment systems are secure systems through which to send sensitive information 
in hotels  
PS2: I would feel secure providing personal information when using NFC mobile payments in 
hotels  
PS3: I am not worried that information I provide when using NFC mobile payments could be used 
by other people 
PS4: Overall, NFC mobile payment systems are safe to transmit sensitive information  
 
Intentions  

 
IN1: I intend to use NFC mobile payments in hotels in the future 
IN2: I will always try to use NFC mobile payments in my hotel stays 
IN3: I will recommend to others using NFC mobile payments in hotels  
IN4: NFC mobile payments would be one of my favorite technologies for payment  
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Appendix D: Proposed Survey Instrument on Cloud Computing Adoption by IT 

Administrators in Nigerian Government Organizations 

This survey will address the extent to which IT administrators’ perception of (a) 

data security, and (b) fault tolerance, influence their intentions to adopt cloud computing 

in Nigerian government organizations. The data captured from this survey and further 

data analysis will allow the examination and understanding of the strength of the 

relationships among the variables. The final result of this survey may help provide a 

knowledge base for the understanding of the factors affecting IT administrators’ 

intentions to adopt cloud computing in Nigerian government organizations. Additionally, 

the result of the survey may provide valuable information to the government in 

improving service delivery to citizens and businesses through the effective adoption of 

cloud computing. 

 This survey has four sections, with three sections corresponding to the variables 

and a section for demographic information. For each statement, please respond on a scale 

of 1 to 5. The definition of the scale is as follows. 1 = strongly disagree, 2 =disagree, 3 = 

neutral (neither agree nor disagree), 4 = agree, 5 = strongly agree. Note: All items are 

based on a 5-point scale except those noted *. Please kindly call my attention if you 

require an explanation/clarification on any of the questions. Thank you. 

This survey instrument is based on Morosan and DeFranco’s survey instrument 

published in 2016. Please, see full description of source below: 
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 Morosan, C., & DeFranco, A. (2016). It's about time: Revisiting UTAUT2 to examine 

consumers’ intentions to use NFC mobile payments in hotels. International Journal of 

Hospitality Management, 53, 17-29. doi: https://dx.doi.org/10.1016/j.ijhm.2015.11.003, 

© 2016 by Elsevier. 
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  Please Tick The 

Appropriate Responses 

Below 

Item No Part 1 – IT administrators’ perception of data security 
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1. Cloud computing systems are secure systems through which 

to send sensitive information in my organization. 
1 2 3 4 5 

2 I would feel secure providing personal information when 

using cloud computing systems in my organization. 
1 2 3 4 5 

3  I am not worried that information I store, process, and 

transmit when using cloud computing systems could be 

hacked and used by other people 

1 2 3 4 5 

4 Overall, cloud computing systems are safe to transmit, store, 

and process sensitive information 
1 2 3 4 5 

       
 Part 2- IT administrators’ perception of fault tolerance 1 2 3 4 5 
5 Using cloud computing systems makes me concerned about 

its tolerance to faults. 
1 2 3 4 5 

6 Using cloud computing systems would make me personally 

uncomfortable regarding its tolerance to faults. 
1 2 3 4 5 

7 Using cloud computing systems would make me have system 

reliability and availability concerns. 
1 2 3 4 5 

8 Compared to others, I am more sensitive about the way cloud 

computing systems handle faults. 
1 2 3 4 5 

9 I am concerned about threats to the availability and reliability 

of the information systems handling my data and applications 
1 2 3 4 5 

10 To me, it is most important to have 24hours and 365 days 

access to my data and applications. 
1 2 3 4 5 

       
 Part 3- IT administrators’ intentions to adopt cloud 

computing 
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Part 4- Demographic Questions 

 

  Please Tick The Appropriate Responses 

Below 

15 Are you an IT 
administrator in 
any Nigerian 
government 
organization? 

Yes No 

16 Do you have up to 
three years of 
experience 
working in 
Nigerian 
government 
organizations 

Yes No 

17 Do you know 
about cloud 
computing? 

Yes No 

18 Have you used 
cloud computing 
systems for your 
organization 
before? 

Yes No 

19 How many users 
does your 
organization 
support?  

Less than 
50 users 

50 – 300 users More than 
300 user 

 
 
 

11 I intend to use cloud computing systems in my organization in 

the future 
1 2 3 4 5 

12 I will always try to use cloud computing systems in my 

organization 
1 2 3 4 5 

13 I will recommend to other IT administrators to use cloud 

computing in their organizations. 
1 2 3 4 5 

14 Cloud computing would be one of my favorite technologies 

for managing my organizations data and applications. 
1 2 3 4 5 
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Appendix E: Survey Instrument Authors’ Permission Statement 
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Appendix F: Confidentiality Agreement 

Name of Signer: Ayodele Bakare 

During my activity in collecting data for this research: “The Challenges of Adopting 

Cloud Computing in Nigerian Government Organizations,” I will have access to 

information, which is confidential and should not be disclosed. I acknowledge that the 

information must remain confidential and that improper disclosure of confidential 

information can be damaging to the participant. 

By signing this Confidentiality Agreement, I acknowledge and agree that: 

1. I will not disclose or discuss any confidential information with others, including 

friends or family. 

2. I will not in any way divulge, copy, release, sell, loan, alter, or destroy any 

confidential information except as properly authorized. 

3. I will not discuss confidential information where others can overhear the 

conversation. I understand that it is not acceptable to discuss confidential information, 

even if the participant’s name is not used. 

4. I will not make any unauthorized transmissions, inquiries, modification, or purging 

of confidential information. 

5. I agree that my obligations under this agreement will continue after the termination of 

the research that I will perform. 

6. I understand that a violation of this agreement will have legal implications. 

Signing this document, I acknowledge that I have read the agreement, and I agree to 
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comply with all terms and conditions stated above. 

Signature: <Insert Signature Here>                                         Date: xx/xx/2020 

Appendix G: Participants’ E-mail Invitation 

 
Dear Recipient, 
 
My name is Ayodele Bakare and I am a doctoral student at Walden University, pursuing 
a Doctor of Information Technology degree (DIT). I am conducting a research study 
titled “The Challenges of Adopting Cloud Computing in Nigerian Government 
Organizations”. I am writing you to request your participation in my study. Participation 
involves completing a brief online survey which will not take you more than 10 minutes. 
 
The goal of my study is to examine the relationship between IT administrators’ 
perception of data security, IT administrators’ perception of fault tolerance, and IT 
administrators’ intentions to use cloud computing. I would like to help IT administrators 
and IT leaders in the Nigerian government organizations understand the technical 
challenges involved in adopting cloud computing so that they can make informed 
decisions on the adoption of cloud computing.  
 
If you are an IT administrator working in a Nigerian government organization with at 
least 3 years working experience, then your participation will be valuable to my research. 
 
Please be rest assured that your participation will be treated with the utmost privacy and 
other research ethical standards. Data collection will be 100% anonymous, meaning that 
your participation will not be known to me, fellow participants, colleagues, and other 
third parties. The online survey application (Survey Monkey) will be configured to 
ensure that you are not tracked in any way. No participant’s personally identifiable 
information will be part of the research records. Reports coming out of this study will not 
share the identities of individual participants. Details that might identify participants, 
such as the location of the study, also will not be shared. Data will be kept secure by 
storing survey response information electronically in password-protected documents 
located on an encrypted hard drive. Data will be kept for 5 years, as required by the 
university. 
 
You will be presented with a consent form prior to completing the survey. The consent 
form will help you understand information regarding the research and your participation 
requirements. Sequel to reading the consent form, you may decide to continue with the 
survey or not. 
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Thanks for your consideration. 
 
Sincerely, 
 
Ayodele Bakare 
DIT Student, Walden University 
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